
Trustworthy
Natural Language Processing

Piji Li
College of Computer Science and Technology

Nanjing University of Aeronautics and Astronautics

pjli@nuaa.edu.cn



About Me

• Natural Language Processing
• Pretrained Language Models
• Text Generation
• Text Summarization
• Dialogue Systems

• Trustworthy
• Brief Survey

11/21/2021 Piji Li, TrustNLP 2



• Autoregressive Language Model

Cases
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next-step prediction



• GPT3

Cases
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GPT-3 medical chatbot tells suicidal test patients  to kill 
themselves 

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
https://boingboing.net/2021/02/27/gpt-3-medical-chatbot-tells-suicidal-test-patient-to-kill-themselves.html

the patient:  “Hey, I feel very 
bad, I want to kill myself.”

GPT-3: “I am sorry to hear 
that. I can help you with that.” 

the patient:  “Should I kill 
myself?”

GPT-3: “I think you should.”



• Tay

Cases
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How to address?

11/21/2021 Piji Li, TrustNLP 8

• Trustworthy NLP: programs and systems built to solve
language problems like a human, which bring benefits and
convenience to people with no threat or risk of harm.

The duality of NLP. From Stanford's Ethical and Social Issues in Natural Language Processing (CS384) course slides.

https://web.stanford.edu/class/cs384/slides/384-lec1.pdf


Content

11/21/2021 Piji Li, TrustNLP 9

• Privacy

• Ethics & Social Issues

• Fairness & Bias

• Accountability & Auditability

• Explainability & Interpretability

• Causal Analysis

• Safety & Robustness

Develop NLP models that are “explainable, fair, privacy-preserving, causal, and robust”.

Evaluation？
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Privacy
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Face Verification

Fingerprint Verification

Image: Shutterstock/Ink Drop
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14 Dec 2020

It demonstrates that, given only the ability to query a pre-trained language model, it is
possible to extract specific pieces of training data that the model has memorized. As
such, training data extraction attacks are realistic threats on state-of-the-art large
language models.



Privacy
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• Autoregressive Language Model

next-step prediction
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Carlini, Nicholas, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam Roberts et al. "Extracting training data from large language 
models." arXiv preprint arXiv:2012.07805 (2020).
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• Results：604/1800

Carlini, Nicholas, Florian Tramer, Eric Wallace, 
Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, 
Adam Roberts et al. "Extracting training data from 
large language models." arXiv preprint 
arXiv:2012.07805 (2020).
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(Black Box)

Dialogue models can leak information in the training data

⋮
A: Please provide
your credit card

number.
B: It’s 9523 xxxx xxxx.

⋮

Training Dialogue Corpus

fit

Dialogue Agent

service
Attacker

What’s your credit card
number?

It’s 9523 xxxx xxxx.

Agent

Henderson, Peter, Koustuv Sinha, Nicolas Angelard-Gontier, Nan Rosemary Ke, Genevieve Fried, Ryan Lowe, and Joelle Pineau. 
"Ethical challenges in data-driven dialogue systems." In Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and 
Society, pp. 123-129. 2018.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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• Mitigating Privacy Leakage in LMs

• Training With Differential Privacy

• differentially private stochastic gradient descent (DP-SGD)

• Curating the Training Data

• limit the amount of sensitive content by identifying and filtering personal information or 

content with restrictive terms of use

• Limiting Impact of Memorization on Downstream Applications

• Dialogue systems, summarizaiton systems

• Auditing ML Models for Memorization

• Audit models to empirically determine the privacy level

Carlini, Nicholas, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam Roberts et al. "Extracting training data from large language 
models." arXiv preprint arXiv:2012.07805 (2020).

• McMahan, H. Brendan, Daniel Ramage, Kunal Talwar, 
and Li Zhang. "Learning Differentially Private 
Recurrent Language Models." In ICLR. 2018.

• Li, Xuechen, Florian Tramèr, Percy Liang, and 
Tatsunori Hashimoto. "Large Language Models 
Can Be Strong Differentially Private 
Learners." arXiv preprint arXiv:2110.05679 (2021).
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• Lessons and Future Work

• Extraction Attacks Are a Practical Threat

• Memorization Does Not Require Overfitting

• Larger Models Memorize More Data

• Memorization Can Be Hard to Discover

• Adopt and Develop Mitigation Strategies

Carlini, Nicholas, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam Roberts et al. "Extracting training data from large language 
models." arXiv preprint arXiv:2012.07805 (2020).
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https://sites.google.com/view/privatenlp/

https://sites.google.com/view/privatenlp/
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• Privacy

• Ethics & Social Issues

• Fairness & Bias

• Accountability & Auditability

• Explainability & Interpretability

• Causal Analysis

• Safety & Robustness

Develop NLP models that are “explainable, fair, privacy-preserving, causal, and robust”.
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Ethics & Social Issues
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• Gender Bias in NLP Models and Data

• Racial Bias or Disparity in NLP Models

• NLP as a tool for detecting stereotypes or bias

• NLP for identifying toxicity/hate/abuse

• NLP for Studying Propaganda and Political Misinformation

• NLP for Fact-Checking/Fake News Detection

• NLP for Studying Framing and its Biases

CS 384: Ethical and Social Issues in Natural Language Processing：https://web.stanford.edu/class/cs384/

BIG TOPIC



Ethics & Social Issues
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Buolamwini, Joy, and Timnit Gebru. "Gender shades: Intersectional accuracy disparities in commercial gender classification." 
In Conference on fairness, accountability and transparency, pp. 77-91. PMLR, 2018.

Discrepancies in face recognition performance for different groups

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home

Gender/Racial/Stereotypes Bias 



Ethics & Social Issues
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Performance comparison on Google’s speech 
recognition system in terms of gender
(Tatman et al., 2016)

Performance comparison in terms of race
(Koenecke et al., 2020)

Tatman, et al. "Google’s speech recognition has a gender bias." 2016.
Koenecke, Allison, et al. “Racial disparities in automated speech recognition.” 2020.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home

Gender/Racial/Stereotypes Bias 
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• Dialogue Systems

Online AI Chatbot produces racist and sexist comments.

Gender/Racial/Stereotypes Bias 



Ethics & Social Issues
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Liu, Haochen, Jamell Dacon, Wenqi Fan, Hui Liu, Zitao Liu, and Jiliang Tang. "Does Gender Matter? Towards Fairness in 
Dialogue Systems." In Proceedings of the 28th International Conference on Computational Linguistics, pp. 4403-4416. 2020.

Dialogue System produces negative responses for certain groups.

Gender/Racial/Stereotypes Bias 



Ethics & Social Issues
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Fairness test of the Seq2Seq generative model in terms of Gender. 

Fairness test of the Seq2Seq generative model in terms of Race. 

Liu, Haochen, Jamell Dacon, Wenqi Fan, Hui Liu, Zitao Liu, and Jiliang Tang. "Does Gender Matter? Towards Fairness in Dialogue 
Systems." In Proceedings of the 28th International Conference on Computational Linguistics, pp. 4403-4416. 2020.

Gender/Racial/Stereotypes Bias 
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• Generation

Sheng, Emily, Kai-Wei Chang, Prem Natarajan, and Nanyun Peng. "The Woman Worked as a Babysitter: On Biases in 
Language Generation." EMNLP-IJCNLP. 2019.

Gender/Racial/Stereotypes Bias 



Ethics & Social Issues

11/21/2021 Piji Li, TrustNLP 29

• Bias Mitigation

• Pre-processing
• It aims to remove the bias in the training 

data.

• In-processing
• It seeks to eliminate bias during the 

model training process.

• Post-processing
• It tries to make transformations on the 

model’s outputs to ensure fair final 
outcomes.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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• Privacy

• Ethics & Social Issues

• Fairness & Bias

• Accountability & Auditability

• Explainability & Interpretability

• Causal Analysis

• Safety & Robustness

Develop NLP models that are “explainable, fair, privacy-preserving, causal, and robust”.

Evaluation？
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GPT-3 medical chatbot tells suicidal test patients to kill 
themselves 

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
https://boingboing.net/2021/02/27/gpt-3-medical-chatbot-tells-suicidal-test-patient-to-kill-themselves.html
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• Dialogue Systems

Online AI Chatbot produces racist and sexist comments.

Gender/Racial/Stereotypes Bias 
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Face Verification

Fingerprint Verification

Image: Shutterstock/Ink Drop
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• Accountability

Who is to
blame?

Accountability: A clear responsibility distribution, which focuses on who 
should take the responsibility for what impact of AI-based systems.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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System 
Designers

Decision 
Makers

System 
Deployers

System 
Auditors

End Users

It is necessary to determine the roles and the corresponding responsibility of 
different parties in the function of an AI system.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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Auditability: one of the most important methodologies in ensuring accountability, 
which refers to a set of principled assessments from various aspects. 

Data Collection
Algorithm

Design
Model

Implementation
System Test Deployment

“an independent evaluation of conformance of soft-ware products and processes to 

applicable regulations, standards, guidelines, plans, specifications, and procedures.”

---1028-2008 - IEEE Standard for Software Reviews and Audits.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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• The degree to which a human can understand the cause of 
a decision.
• Interpretability : intrinsically transparent and interpretable, rather 

than black-box/opaque models, such as decision trees and linear 
regression.

• Explainability : additional (post hoc) explanation techniques, but 
still black-box and opaque, such as DNN. 

Miller, Tim. "Explanation in artificial intelligence: Insights from the social sciences.”, 2019.
Gilpin, Leilani H., et al. "Explaining explanations: An overview of interpretability of machine learning.", 2018.

Trustworthy AI: A Computational Perspective-https://sites.google.com/msu.edu/trustworthy-ai/home
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Zhou, Bolei, et al. "Learning deep features for discriminative localization.”, 2016.
Selvaraju, Ramprasaath R., et al. "Grad-cam: Visual explanations from deep networks via gradient-based localization.”, 2017.

• Class activation mapping (CAM), Grad-GAM
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Sanyal, Soumya, and Xiang Ren. "Discretized Integrated Gradients for Explaining Language Models." In EMNLP, 2021.
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Sundararajan, Mukund, Ankur Taly, and Qiqi Yan. "Axiomatic attribution for deep networks." In International Conference on 

Machine Learning, pp. 3319-3328. PMLR, 2017.
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Danilevsky, Marina, Kun Qian, Ranit Aharonov, Yannis Katsis, Ban Kawas, and Prithviraj Sen. "A Survey of the State of Explainable AI for Natural 
Language Processing." In AACL. 2020.
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Danilevsky, Marina, Kun Qian, Ranit Aharonov, 

Yannis Katsis, Ban Kawas, and Prithviraj Sen. 

"A Survey of the State of Explainable AI for 

Natural Language Processing." In AACL. 
2020.
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VS
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Safety & Robustness
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• Adversarial Examples

Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ ICONIP 2020.
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• Adversarial Examples



Safety & Robustness

11/21/2021 Piji Li, TrustNLP 50

• Adversarial Examples

Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ ICONIP 2020.



Safety & Robustness

11/21/2021 Piji Li, TrustNLP 51

• Adversarial Examples：Definition

Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ ICONIP 2020.
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• Adversarial Examples
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Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ ICONIP 2020.
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Two different ideas of adversarial examples in NLP. These results were generated using 
TextAttack on an LSTM trained on the Rotten Tomatoes Movie Review sentiment classification 
dataset. These are *real* adversarial examples, generated using 
the DeepWordBug and TextFooler attacks.

Morris, John, Eli Lifland, Jin Yong Yoo, Jake Grigsby, Di Jin, and Yanjun Qi. "TextAttack: A Framework for Adversarial Attacks, Data Augmentation, and Adversarial Training in 
NLP." In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: System Demonstrations, pp. 119-126. 2020.

https://github.com/QData/deepWordBug
https://github.com/jind11/TextFooler
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Qi, Fanchao, Mukai Li, Yangyi Chen, Zhengyan Zhang, Zhiyuan Liu, Yasheng Wang, and Maosong Sun. "Hidden Killer: Invisible 
Textual Backdoor Attacks with Syntactic Trigger." ACL 2021.
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Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ ICONIP 2020.
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• Future Directions

• Backdoor Attack

• Transferability

• More applications

• Defense methods
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Evaluation？



TrustNLP: Workshop
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https://trustnlpworkshop.github.io/
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THANKS!
pjli@nuaa.edu.cn



• Trustworthy AI: A Computational Perspective：
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• Dr. Wei (Emma) Zhang. Adversarial Attacks on Deep learning based NLP. Tutorial @ 
ICONIP 2020.
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