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Abstract

Automatic summarization is the process of reducing a text document or a document

cluster with a computer program in order to create a summary that retains the most

important information. A good summary should cover the most important points,

while being coherent, non-redundant and grammatically readable.

The problem of automatic summarization has been studied for a long time and

applied widely in various domains. Nevertheless, existing automatic systems still

face a variety of major challenges. Most of the research works employ extractive

methods to construct summaries. However, some previous research works show that

human-written summaries are more abstractive. Abstractive summarization is full

of challenges, and the performance depends on the techniques drawn from natu-

ral language understanding and abstractive text generation. Moreover, we observe

that some works mainly use Bag-of-Words (BoWs) vectors to represent sentences.

The BoWs representations are sparse and in high-dimensional size, which lead to

poor performance on semantic modeling and relation detection. To address these

problems, for abstractive text summarization, we propose a new framework based

on a sequence-to-sequence oriented encoder-decoder model equipped with a deep

recurrent generative decoder for latent summary structure modeling. For multi-

document summarization, we propose a cascaded attention modeling based unsu-

pervised framework to estimate the salience information from the text. We also

introduce an unsupervised data reconstruction framework for sentence salience esti-
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mation based on variational auto-encoders which jointly considers the reconstruction

for latent semantic space and observed term vector space. Nowadays, with the de-

velopment of social media and mobile equipments, more and more user generated

content is available. One natural extension of the problem setting is to incorporate

such content regarding the event so as to directly or indirectly improve the gen-

erated summaries with greater user satisfaction. However, no previous work has

investigated how to incorporate the user generated content into text summariza-

tion models. To tackle this issue, a new multi-document summarization paradigm

called reader-aware multi-document summarization (RA-MDS) is introduced. We

propose a new framework to generate summaries jointly considering news reports

and user comments. We also introduce a new dataset and describe the details of data

collection and annotation. Finally, text summarization, especially abstractive text

summarization can be regarded as a branch of automatic text generation research.

Recently, text generation for recommendation systems attracts much attention. But

no previous works consider employing the user persona information to improve the

quality of the generated text. Therefore, we propose a new task called persona-aware

abstractive tips generation for recommendation systems. A neural network based

model is introduced to conduct the tips generation and rating prediction. Persona

information of users and items are incorporated with the model to generate better

text.
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摘要

自动摘要是使用计算机程序来简化文档或文档集，生成一个能保留重要信息的摘

要的过程。好的摘要应该覆盖最重要的信息，而且是连贯的、非冗余的、语法正

确可读的。

自动摘要已经研究了很长时间，并且在各个领域得到了广泛的应用。尽管如此，

传统的自动系统仍面临着各种挑战。大多数研究工作采用抽取的方法来构建摘要，

然而，一些前人的研究工作表明，人类书写摘要更像是生成式的。生成式摘要挑战

很大，性能取决于自然语言理解的性能和文本生成的技术。此外，我们观察到许

多工作主要用词袋向量来表示句子。词袋向量表示具有稀疏和高维度的特点，导

致语义建模和关系检测性能较差。为了解决这些问题，对于生成式文本摘要，我

们提出了一种基于序列到序列的编码-解码模型的新框架，该模型配备有用于潜在

摘要结构建模的深度递归生成式解码器。对于多文档摘要，我们提出了一种基于

无监督的级联注意力模型来估计文本的重要性。我们还引入了一种基于变分自编

码器的无监督数据重建框架，它同时考虑了潜在语义空间和观测样本向量空间的

重构。如今，随着社交媒体和移动设备的发展，越来越多的内容由用户产生。一

个自然的任务扩展就是融合这些关于事件的用户数据直接或间接的来提升摘要的

质量。然而，以前的工作没有研究如何将用户生成的内容合并到文本摘要系统中。

为解决这个问题，我们介绍了一种称为读者感知型多文档摘要（RA-MDS）的新型

多文档摘要范式。我们提出了一个新的框架来同时考虑新闻报道和用户评论来产

生摘要。我们还引入了一个新的数据集并描述了数据收集和标注的过程细节。实

际上，文本摘要，特别是生成式文本摘要任务可以看作是文本生成任务的一个分
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支。最近，推荐系统的自动文本生成引起了很多关注。但是，以前的作品没有考

虑用户个性化信息来提高生成文本的质量。所以，我们提出了一个推荐系统结合

文本生成的新任务。我们引入了基于神经网络的模型来进行文本生成和打分预测。

用户和产品的个性化信息被整合到模型中用来生成更好的文本。
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Chapter 1

Introduction

Due to the enormous amount of information in this era, we are facing an inevitable

and challenging problem of information overload. Lots of information from different

sources in different types rush to people through computers and mobile equipments.

To address the problem of data disaster, there is an intensive need to refine and

compress the information. Automatic summarization is the process of reducing a

text document or a document cluster with a computer program in order to create

a summary that retains the most important information. A good summary should

cover the most important points , while being coherent, non-redundant and gram-

matically readable. The problem of automatic summarization has been studied for

a long time and applied widely in various domains [25, 33, 84, 102, 141]. For ex-

ample, many news websites such as Dailymail1 provide highlights to help users to

capture the main topics of the news report quickly. Meanwhile, most of the search

engines generate snippets for each result document in order to convey more details

information in the content of the document.

Considering the kind of input documents, summarization tasks can be divided

into two categories: single-document summarization (SDS) [81] and multi-document
1http://www.dailymail.co.uk

1



2 CHAPTER 1. INTRODUCTION

Cambodian leader Hun Sen on Friday rejected opposition parties '
demands for talks outside the country , accusing them of trying to ``
internationalize '' the political crisis .
Government and opposition parties have asked King Norodom
Sihanouk to host a summit meeting after a series of post-election
negotiations between the two opposition groups and Hun Sen 's party to
form a new government failed .
Opposition leaders Prince Norodom Ranariddh and Sam Rainsy , citing
Hun Sen 's threats to arrest opposition figures after two alleged attempts
on his life , said they could not negotiate freely in Cambodia and called
for talks at Sihanouk 's residence in Beijing .Hun Sen , however ,
rejected that .``
I would like to make it clear that all meetings related to Cambodian
affairs must be conducted in the Kingdom of Cambodia , '' Hun Sen
told reporters after a Cabinet meeting on Friday .`` No-one should
internationalize Cambodian affairs .
It is detrimental to the sovereignty of Cambodia , '' he said .Hun Sen 's
Cambodian People 's Party won 64 of the 122 parliamentary seats in
July 's elections , short of the two-thirds majority needed to form a
government on its own .Ranariddh and Sam Rainsy have charged that
Hun Sen 's victory in the elections was achieved through widespread
fraud .They have demanded a thorough investigation into their election
complaints as a precondition for their cooperation in getting the
national assembly moving and a new government formed …….

Cambodian government rejects 
opposition's call for talks abroad

Document

Summary

Figure 1.1: Single-document summarization.

summarization (MDS) [86]. The goal of single-document summarization is to gen-

erate a short summary for one document at a time. As shown in Figure 1.1, the

text in the left part is a news document, and the generated short summary is shown

in the right column. Actually, the task of news headline generation [114] can be

regarded as a special task of single-document summarization.

The purpose of multi-document summarization is to generate a summary for

a topic which describes an event discussed in a set of documents from different

sources. For example, Figure 1.2 is an illustration of the summarization setting

for the topic “Malaysia Airlines Disappearance”. This topic contains 10 documents

coming from different news Web sites and reporting the news of “Malaysia Airlines

Disappearance”. To save the time of readers from reading the whole set of doc-

uments, multi-document summarization aims at producing a short summary, e.g.,

100-word length, that covers the essential information of all the news documents in

this topic or event.

According to the different summary generation methods, the summarization
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Fingerprints and photos of two men who boarded the doomed Malaysia Airlines passenger jet are

being sent to U.S. authorities so they can be compared against records of known terrorists and

criminals. The cause of the plane's disappearance has baffled investigators and they have not said

that they believed that terrorism was involved, but they are also not ruling anything out. The

investigation into the disappearance of the jetliner with 239 passengers and crew has centered so

far around the fact that two passengers used passports stolen in Thailand from an Austrian and an

Italian. The plane which left Kuala Lumpur, Malaysia, was headed for Beijing. Three of the

passengers, one adult and two children, were American. ……

(CNN) -- A delegation of painters and calligraphers, a group of Buddhists returning from a

religious gathering in Kuala Lumpur, a three-generation family, nine senior travelers and five

toddlers. Most of the 227 passengers on board missing Malaysia Airlines Flight 370 were Chinese,

according to the airline's flight manifest. The 12 missing crew members on the flight that

disappeared early Saturday were Malaysian. The airline's list showed the passengers hailed from 14

countries, but later it was learned that two people named on the manifest -- an Austrian and an

Italian -- whose passports had been stolen were not aboard the plane. The plane was carrying five

children under 5 years old, the airline said. ……

Vietnamese aircraft spotted what they suspected was one of the doors belonging to the ill-fated

Malaysia Airlines Flight MH370 on Sunday, as troubling questions emerged about how two

passengers managed to board the Boeing 777 using stolen passports. The discovery comes as

officials consider the possibility that the plane disintegrated mid-flight, a senior source told Reuters.

The state-run Thanh Nien newspaper cited Lt. Gen. Vo Van Tuan, deputy chief of staff of Vietnam's

army, as saying searchers in a low-flying plane had spotted an object suspected of being a door

from the missing jet. It was found in waters about 56 miles south of Tho Chu island, in the same

area where oil slicks were spotted Saturday. ……

…

Flight MH370, carrying 239

people vanished over the

South China Sea in less than

an hour after taking off from

Kuala Lumpur, with two

passengers boarded the

Boeing 777 using stolen

passports. Possible reasons

could be an abrupt breakup of

the plane or an act of

terrorism. The government

was determining the "true

identities" of the passengers

who used the stolen passports.

Investigators were trying to

determine the path of the

plane by analysing civilian

and military radar data while

ships and aircraft from seven

countries scouring the seas

around Malaysia and south of

Vietnam.

Documents Summary

Figure 1.2: Multi-document summarization for the topic “Malaysia Airlines Disap-
pearance”.

techniques can be classified into three categories: extraction-based approaches,

compression-based approaches, and abstraction-based approaches. Extraction-based

approaches are the most studied approach of the three. Early studies mainly followed

a greedy strategy in sentence selection [13, 35, 128]. Each sentence in the documents

is firstly assigned a salience score. Then, sentence selection is performed by greed-

ily selecting the sentence with the largest salience score among the remaining ones.

The redundancy is controlled during the selection. Compression-based approaches

adopted a two steps [34, 70, 78, 145]. The first step selects the sentences, and the sec-

ond step removes the unimportant or redundant units from the sentences. Different

from the common extraction-based and compression-based methods, abstraction-

based methods aim at constructing new sentences as summaries, thus they require

a deeper understanding of the text and the capability of generating new sentences,

which provide an obvious advantage in improving the focus of a summary, reducing
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the redundancy, and keeping a good compression rate [3, 6].

Actually, some previous research works show that human-written summaries are

more abstractive [48]. However, abstractive summarization is full of challenges, and

the performance depends on the techniques drawn from natural language under-

standing and abstractive text generation. Therefore, some works employ indirect

techniques to construct new sentences. For example, Barzilay and McKeown [3]

followed by [30, 31] employ sentence fusion techniques to construct new sentences.

Bing et al. [6] propose a fine-grained sentence construction method by merging none-

phrases and verb-phrases from different sentences. Nevertheless, these methods are

indirect strategies and sometimes will do harm to the linguistic quality of the con-

structed sentences. Therefore, better methods need to be proposed to address the

abstractive summarization problem.

Considering the prohibitive resources for labeling multi-document summarization

datasets, some methods adopt unsupervised data reconstruction methods to conduct

salience estimation and achieve comparable results [42, 70, 82, 108, 116, 140]. After

investigating these works, we observe that they mainly use Bag-of-Words (BoWs)

vectors in sentence representation and reconstruction loss function. The BoWs rep-

resentations are in high-dimensional size and very sparse, which lead to poor per-

formance on semantic modeling and relation detection. On the other hand, some

research works [44, 52, 59, 96] have demonstrated that distributed representations

outperform BoWs in modeling sentence and document semantics, and obtain sig-

nificant improvements in the tasks of sentence matching, sentiment analysis, and

text classification. Intuitively, employing distributed representations to model sen-

tences can improve the performance semantic modeling and similarity measurement,

which can further improve the performance of summarization. However, no previous

automatic summarization approaches consider this problem.

With the development of social media and mobile equipments, more and more
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NEWS:  The most important announcements from Google's big developers' conference

Figure 1.3: Reader comments of the news “The most important announcements
from Google’s big developers’ conference (May, 2017)”.

user generated content is available. Figure 1.3 is a snapshot of reader comments

under the news report “The most important announcements from Google’s big de-

velopers’ conference”2. The content of the original news report talks about some

new products based on AI techniques. The news report generally conveys an enthu-

siastic tone. However, while some readers share similar enthusiasms, some others

express their worries about new products and technologies and these comments can

also reflect their interests which may not be very salient in the original news re-

ports. In order to improve the generated summaries with greater user satisfaction,

the generated summaries from the reports for the event should be salient according

to not only the reports but also the reader comments. However, no previous work

has investigated how to incorporate comments into MDS problem. One challenge is

how to conduct salience calculation by jointly considering the focus of news reports

and the reader interests revealed by comments. Meanwhile, the model should not

be sensitive to the availability of diverse aspects of reader comments. Another chal-

lenge is that reader comments are very noisy, grammatically and content-wise. Some

previous works explore the effect of comments or social contexts in single document
2https://goo.gl/DdU0vL
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TipsReview

Figure 1.4: Examples of reviews and tips selected from the restaurant “Gary Danko”
on Yelp. Tips are more concise than reviews and can reveal user experience, feel-
ings, and suggestions with only a few words. Users will get conclusions about this
restaurant immediately after scanning the tips with their mobile phones.

summarization (such as blog summarization) [46, 139]. However, our problem is

more challenging because the considered comments are about an event with multi-

ple reports spanning a time period, resulting in diverse and noisy comments.

Generally, text summarization, especially the abstractive text summarization can

be regarded as a branch of text generation. Also, there are lots of other popular text

generation tasks such as machine translation [2], dialogue systems [113], and caption

generation for images and videos [123, 138]. Recently, automatic text generation for

recommendation systems attracts much attention and some approaches have been

proposed to address this challenging problem. According to different nature of

texts, the text generation tasks for recommendation systems can be classified into

two categories: review generation [23, 103, 119, 142] and tips generation [75]. As
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shown in Figure 1.4, the left column is a review from the user “Monica H.”, and tips

from several other users are shown on the right column. In the review text, Monica

first generally introduced the restaurant, and then narrated her dining experience

in detail. In the tips text, users expressed their experience and feelings plainly

using short texts, such as “The risotto was excellent. Amazing service.”. They also

provide some suggestions to other people directly in several words, such as “You have

to make reservations much in advance.” In contrast to item specifications and user

reviews, tips have several characteristics: (1) tips are typically single-topic nuggets

of information, and shorter than reviews with a length of about 10 words on average;

(2) tips can express user experience, feelings, and suggestions directly; (3) tips can

give other people quick insights, saving the time of reading long reviews. However,

existing works only consider text information such as item specifications and user

reviews in their systems. No previous works incorporate the tips information to

improve the performance of recommendation system.

In this thesis, we investigate the above mentioned problems and propose several

frameworks to tackle the corresponding tasks.

1.1 Contributions

• Latent Structure Modeling for Single-Document Summarization

For single-document summarization, after analyzing the summaries carefully, we

can find some common structures from them, such as “What”, “What-Happened”

, “Who Action What”, etc. Intuitively, if we can incorporate the latent struc-

ture information of summaries into the abstractive summarization model, it will

improve the quality of the generated summaries. To address the problem, we pro-

pose a new framework based on a sequence-to-sequence oriented encoder-decoder

model equipped with a deep recurrent generative decoder (DRGN). Latent struc-
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ture information implied in the target summaries is learned based on a recurrent

latent random model for improving the summarization quality. Neural varia-

tional inference is employed to address the intractable posterior inference for the

recurrent latent variables.

• Cascaded Attention Modeling for Multi-Document Summarization

In the context of multi-document summarization, to generate a summary sen-

tence for a key aspect of the topic, we need to find its relevant parts in the

original documents, which may attract more attention. The semantic parts with

high attention weights plausibly represent and reconstruct the topic’s main idea.

Inspired by this observation, considering the helpfulness of the attention model-

ing mechanism used in the models for abstractive summarization, we propose a

cascaded attention based unsupervised model to estimate the salience informa-

tion from the text for compressive multi-document summarization. The attention

weights are learned automatically by an unsupervised data reconstruction frame-

work which can capture the sentence salience.

• Variational Auto-Encoders for Multi-Document Summarization

Recall that the distributed sentence representations perform much better than

the BoWs vectors in many tasks such sentence matching and sentiment analy-

sis. In order to employ the distributed sentence representations to improve the

performance of summarization, we propose a new unsupervised sentence salience

framework which can be divided into two components: latent semantic modeling

and salience estimation. For latent semantic modeling, a neural generative model

called Variational Auto-Encoders (VAEs) is employed to describe the observed

sentences and the corresponding latent semantic representations. Neural vari-

ational inference is used for the posterior inference of the latent variables. For

salience estimation, we propose an unsupervised data reconstruction framework,
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which jointly considers the reconstruction for latent semantic space and observed

term vector space. Therefore, we can capture the salience of sentences from

these two different and complementary vector spaces. Thereafter, the VAEs-

based latent semantic model is integrated into the sentence salience estimation

component in a unified fashion.

• Reader-Aware Multi-Document Summarization

To generate the summaries by jointly considering the news reports and user

comments, we propose a new multi-document summarization paradigm called

reader-aware multi-document summarization (RA-MDS). Specifically, a set of

reader comments associated with the news reports are also collected. The gener-

ated summaries from the reports for the event should be salient according to not

only the reports but also the reader comments. To tackle this RA-MDS problem,

we propose a neural network based method that is able to calculate the salience of

the text units by jointly considering news reports and reader comments. Another

reader-aware characteristic of our framework is to improve linguistic quality via

entity rewriting. The rewriting consideration is jointly assessed together with

other summarization requirements under a unified optimization model. To sup-

port the generation of compressive summaries via optimization, we explore a finer

syntactic unit, namely, noun/verb phrase. In this work, we also generate a data

set for conducting RA-MDS. We describe the methods for data collection, aspect

annotation, and summary writing as well as scrutinizing by experts.

• Persona-Aware Abstractive Tips Generation

We investigate the task of abstractive tips generation for recommendation sys-

tems. Different from existing methods, our framework considers persona informa-

tion when conducting tips text generation. In order to exploit the persona infor-

mation, we propose a framework based on adversarial variational auto-encoders
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(aVAE) for persona modeling from the historical tips and reviews for users and

items. The latent variables from aVAE are regarded as persona embeddings.

Besides representing persona using the latent embeddings, we design a persona

memory for directly storing the persona related words for the current user and

item. Pointer Networks is used to retrieve persona related information from the

memory when generating tips. The distilled persona embeddings are used as la-

tent factors for users and items and are fed into the rating prediction component

for detecting sentiment. Finally, the persona embeddings and the sentiment in-

formation are incorporated into the recurrent neural networks (RNN) based tips

generation component.

1.2 Publication List

The contributions and results have been published in the following venues:

• Piji Li, Lidong Bing, Wai Lam, Hang Li and Yi Liao. Reader-Aware Multi-

Document Summarization via Sparse Coding. In Proceedings of the 24th

International Joint Conference on Artificial Intelligence (IJCAI), pp. 1270-

1276. 2015. [70]

• Piji Li, Zihao Wang, Wai Lam, Zhaochun Ren, and Lidong Bing. Salience Es-

timation via Variational Auto-Encoders for Multi-Document Summarization.

In Proceedings of the 31st AAAI Conference on Artificial Intelligence (AAAI),

pp. 3497-3503. 2017. [74].

• Piji Li, Zihao Wang, Zhaochun Ren, Lidong Bing, and Wai Lam. Neural

rating regression with abstractive tips generation for recommendation. In

Proceedings of the 40th International ACM SIGIR conference on Research
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and Development in Information Retrieval (SIGIR), pp. 345-354. ACM, 2017.

[75]

• Piji Li, Wai Lam, Lidong Bing, and Zihao Wang. Deep Recurrent Generative

Decoder for Abstractive Text Summarization. In Proceedings of the 2017

Conference on Empirical Methods in Natural Language Processing (EMNLP),

pp. 2091-2100. 2017. [73]

• Piji Li, Wai Lam, Lidong Bing, Weiwei Guo, and Hang Li. Cascaded Attention

based Unsupervised Information Distillation for Compressive Summarization.

In Proceedings of the 2017 Conference on Empirical Methods in Natural Lan-

guage Processing (EMNLP), pp. 2081-2090. 2017. [72]

• Piji Li, Lidong Bing, and Wai Lam. Reader-Aware Multi-Document Summa-

rization: An Enhanced Model and The First Dataset. In Proceedings of the

Workshop on New Frontiers in Summarization (EMNLP-NewSum), pp. 91-99.

2017. [71]

• Piji Li, Lidong Bing, and Wai Lam. Actor-Critic based Training Framework

for Abstractive Summarization. arXiv preprint arXiv:1803.11070 (2018). [76]

1.3 Thesis Outline

After the high level introduction of the major problems focused on in this thesis,

the rest of the chapters in the thesis are organized as follows.

In Chapter 2, we review some related works for text summarization and gener-

ation, as well as some neural network models used in our frameworks. We compare

our summarization and generation frameworks with the existing works, pointing out

some shortcomings of these works and the superiority of our proposed frameworks.
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In Chapter 3, we propose a new framework for abstractive text summarization

based on a sequence-to-sequence oriented encoder-decoder model equipped with a

deep recurrent generative decoder (DRGN).

In Chapter 4, we propose a cascaded attention based unsupervised model to

estimate the salience information from the text for compressive multi-document

summarization.

In Chapter 5, we introduce an unsupervised data reconstruction framework for

salience estimation based on Variational Auto-Encoders (VAEs), which jointly con-

siders the reconstruction for latent semantic space and observed term vector space.

In Chapter 6, a new multi-document summarization paradigm called reader-

aware multi-document summarization (RA-MDS) is introduced. We propose a new

framework to generate summaries jointly considering news reports and user com-

ments. We also introduce a new dataset and describe the details of data collection

and annotation.

In Chapter 7, we propose a new task called abstractive tips generation for rec-

ommendation system. A neural network based model is introduced to conduct the

tips generation and rating prediction. Persona information of users and items are

considered to improve the quality of the generated tips.

In Chapter 8, we review the main contributions of the thesis and summarize

the significance and applicability of the proposed frameworks. We also discuss some

possible extensions and future research directions of the research topics in this thesis.



Chapter 2

Literature Survey

2.1 Text Summarization

Automatic summarization is the process of automatically generating a summary that

retains the most important content of the original text document. It has been studied

by the researchers in the fields of text mining and natural language processing for

nearly the last half century [1, 22, 33, 102, 141]. Back to the 1950s, Luhn [84] has

already introduced an important research work to generate summaries for scientific

documents, by extracting salient sentences from the text using features such as word

and phrase frequency.

Traditionally, according to the kind of input documents, summarization tasks can

be divided into single-document summarization (SDS) and multi-document summa-

rization (MDS). The early works such as [4, 25, 84] began from single-document

summarization. McKeown and Radev [89] seems are the pioneer of multi-document

summarization and they developed a system called SUMMONS (SUMMarizing On-

line NewS articles) to extract summary for a series of news articles on the same

event.

According to different machine learning paradigms, summarization models can

13
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be divided into supervised framework and unsupervised framework. Min et al. [97]

and Wang et al. [131] extracted numeric features manually to represent sentences

and designed a support vector regression machine [24] based framework to predict

the sentence salience. For unsupervised frameworks, He et al. [42], Liu et al. [82],

Li et al. [70] and Song et al. [116] employed sparse coding techniques for finding the

salient sentences as summaries.

Considering the different summary constructing methods, summarization tech-

niques can be classified into three categories: extractive summarization [10, 16, 27,

35, 69, 97, 100, 116, 128], compressive summarization [63, 70, 74, 131], and ab-

stractive summarization [3, 6]. Most of the approaches are designed for extractive

summarization. Sentence salience estimation is an important procedure which can

provide the criteria for sentence selection. Erkan and Radev [27] and Mihalcea and

Tarau [94] constructed a sentence graph and employed Pagerank algorithm [104]

to calculate the importance value for each sentence. Wan et al. [128] proposed a

manifold-ranking based approach to topic-focused multi-document summarization.

The proposed approach employs the manifold-ranking process to make full use of

the relationships among sentences and the relationships between the topic and the

sentences. Radev et al. [106] obtain the centroids by clustering the sentences and

conduct the salience estimation by considering the relationship between the sen-

tences and the centroids. Compressive summarization approaches can be divided

into two steps. The first step selects the sentences, and the second step removes

the unimportant or redundant units from the sentences [34, 70, 78, 145]. Abstrac-

tive summarization can generate new sentences based on the facts from different

source sentences. Barzilay and McKeown [3] employed sentence fusion to gener-

ate a new sentence. Bing et al. [6] proposed a more fine-grained fusion framework,

where new sentences are generated by selecting and merging salient phrases using

integer linear programming (ILP) based optimization strategy [88]. These methods
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can be regarded as a kind of indirect abstractive summarization, and complicated

constraints are used to guarantee the linguistic quality.

Recently, inspired by the attention based sequence-to-sequence (seq2seq) frame-

work used in machine translation [2], some researchers employ neural network based

framework to tackle the abstractive summarization problem. Rush et al. [111] pro-

posed a neural network based model with local attention modeling, which is trained

on the Gigaword corpus, but combined with an additional log-linear extractive sum-

marization model with handcrafted features. Gu et al. [40] integrated a copying

mechanism into a seq2seq framework to improve the quality of the generated sum-

maries. Chen et al. [15] proposed a new attention mechanism that not only considers

the important source segments, but also distracts them in the decoding step in order

to better grasp the overall meaning of input documents. Nallapati et al. [99] also

employed the typical attention modeling based seq2seq framework, but utilized a

trick to control the vocabulary size to improve the training efficiency. Tan et al.

[118] incorporated the graph-based sentence salience estimation component with

the seq2seq framework by regarding the sentence salience as graph-based attention

value. Zhou et al. [150] proposed a selective encoding framework to enhance the

performance of seq2seq. See et al. [112] improved the seq2seq framework by jointly

considering the copy mechanism [40, 125] and the coverage modeling strategy [121].

Paulus et al. [105] proposed a reinforcement learning framework to tackle the prob-

lem of abstractive summarization.

2.2 Abstractive Text Generation

Abstractive text generation is a challenging task. Recently, sequence modeling based

on the gated recurrent neural networks such as Long Short-Term Memory (LSTM)

[43] and Gated Recurrent Unit (GRU) [17] demonstrates high capability in text gen-
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eration related tasks. Lebret et al. [60] introduced a neural model for concept-to-text

generation, which can generate biographical sentences from fact tables on a dataset

of biographies from Wikipedia. Wiseman et al. [134] investigated the problem of

data-to-text generation and their methods can generate texts from data records,

such as the news report generation from the data records of NBA games. Murakami

et al. [98] presented a encoder-decoder model for automatically generating market

comments from stock prices. Che et al. [14], Fedus et al. [29], Guo et al. [41], Liao

et al. [77], Lin et al. [80], Yu et al. [143], Zhang et al. [148] employed the adversarial

training strategy [36] and reinforcement learning techniques to enhance the perfor-

mance of the original text generation frameworks. Moreover, neural text generation

related techniques have improved the performance of tasks of different areas such as

machine translation [2], abstractive summarization [99, 111], conversation system

[113], question generation [28], and image caption generation [138].

In the area of recommendation systems, some researchers also apply LSTM or

GRU based RNN models on abstractive text generation. Tang et al. [119] proposed a

framework to generate context-aware reviews. Sentiments and products are encoded

into a continues semantic representation and use RNN to conduct the decoding

and generation. Dong et al. [23] regarded users, products, and rating as attribute

information and employ a attention modeling based sequence modeling framework

to generate reviews. Ni et al. [103] proposed to combine collaborative filtering with

generative networks to jointly perform the tasks of item recommendation and review

generation. Low-dimensional user preferences and item properties are combined with

a character-level LSTM model to conduct the review generation. Yao et al. [142]

employed the adversarial strategy to make the generated review indistinguishable

from human written ones so that can improve the performance of review generation.
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Figure 2.1: Sequence-to-sequence framework with attention modeling mechanism. It
contains two components: encoder and decoder. Encoder is usually a bi-directional
recurrent neural networks based on LSTM or GRU. It will conduct the sequence
modeling for the input text sequence. Decoder will conduct the generation. At-
tention modeling mechanism can retrieve the relevant information from the input
source text for better generation performance.

2.3 Neural Sequence Modeling

Recurrent Neural Networks (RNN) are specially designed for modeling sequential

data. In the past, RNN was used to handle the time series data [26, 32]. At present,

it has been successfully applied to the areas of natural language processing and text

mining [95]. In RNN, the current hidden layer activation is generated based on the

past hidden layer activation, which makes the RNN extremely deep and difficult to

train due to the exploding and the vanishing gradient problems [5, 43]. To tackle

this problem, Long Short-Term Memory (LSTM) neural network was proposed in

[43] by introducing memory cells, linearly depending on their past values. LSTM

also introduces three gating functions, namely input gate, forget gate and output

gate [38]. Recently, Cho et al. [17] introduced the Gated Recurrent Unit (GRU),

which is an architecture that can be comparable with LSTM on a suite of tasks with

less parameters [19].
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Sequence-to-sequence (seq2seq) framework [117] contains two components: en-

coder and decoder, as shown in Figure 2.1. Both components are designed based on

RNNs with LSTM or GRU as the recurrent cells. The decoder component can be re-

garded as a language model, receiving context information provided by the encoder.

Seq2seq framework with attention modeling mechanism as shown in Figure 2.1 was

first proposed to handle the task of machine translation and yielded good perfor-

mance [2, 85, 136]. Nowadays, it has been successfully extended to multiple natural

language generation and text mining tasks such as abstractive text summarization

[15, 40, 83, 99, 111, 112, 118, 150], text generation [60, 134], keyphrase extraction

[90], dialogue systems [66, 67, 113, 124], caption generation for images and videos

[50, 123, 126, 138], etc.

Besides using RNNs as the basic component for seq2seq models, CNN can also be

employed to conduct the sequence modeling [122]. Well-designed attention modeling

mechanism plays an import role in the framework proposed in [122], and they claim

that “Attention is all you need”. Besides attention modeling, copy mechanism [40,

125] and coverage strategy [121] are also very useful and can be incorporated with

the seq2seq framework to obtain better sequence prediction performance.

2.4 Variational Auto-Encoders
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Figure 2.2: Variational Auto-Encoders.

Variational Auto-Encoders (VAEs) [54, 110] is a neural generative model which

can be used to conduct the latent variable modeling and data generation. As shown
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in Figure 2.2, VAEs contains two stages: inference (variational encoder) and gen-

eration (variational decoder). In the inference stage, the variational encoder can

approximates the posterior distribution of the latent variables. During the genera-

tion state, the variational decoder can generate examples given the sampled random

variables.

In fact, some works [20, 93] have demonstrated that VAEs outperform the gen-

eral Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN)

in generating high-level semantic representations. Compared with deterministic

autoencoder for sequential data, the VAEs is able to capture more coherent latent

space, which is attributed to the prior of the latent variable. Due to the power of the

VAE, many models have adopted VAEs to solve various task. For example, Chung

et al. [20] incorporated a high-level latent random variables into standard RNN to

model highly structured sequential data such as natural speech. Zhang et al. [147]

introduced a continuous latent variable to explicitly model underlying semantics of

source sentences and to guide the generation of target translations. Hu et al. [47]

proposed a deep generative model that learns interpretable latent representations

and generates sentences with specified attributes such as the review ratings.
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Latent Structure Modeling for

Single-Document Summarization

3.1 Background

Some previous research works show that human-written summaries are more ab-

stractive [6, 48]. Moreover, our investigation reveals that people may naturally

follow some inherent structures when they write the abstractive summaries. To il-

lustrate this observation, we show some examples in Figure 3.1, which are some top

story summaries or headlines from the channel “Technology” of CNN. After ana-

lyzing the summaries carefully, we can find some common structures from them,

such as “What”, “What-Happened” , “Who Action What”, etc. For example,

the summary “Apple sues Qualcomm for nearly $1 billion” can be structuralized as

“Who (Apple) Action (sues) What (Qualcomm)”. Similarly, the summaries “[Twit-

ter] [fixes] [botched @POTUS account transfer]”, “[Uber] [to pay] [$20 million] for

misleading drivers”, and “[Bipartisan bill] aims to [reform] [H-1B visa system]” also

follow the structure of “Who Action What”. The summary “The emergence of the

‘cyber cold war”’ matches with the structure of “What”, and the summary “St.

20
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Apple sues Qualcomm for nearly $1 billion

Twitter fixes botched @POTUS account transfer

Track Trump’s 100-day promises, Silicon Valley-style

The emergence of the ‘cyber cold war’

Tesla Autopilot not defective in fatal crash

Twitter mostly meets modest diversity goals

Uber to pay $20 million for misleading drivers

top stories_

Figure 3.1: Headlines of the top stories from the channel “Technology” of CNN.

Louis’ public library computers hacked” follows the structure of “What-Happened”.

Intuitively, if we can incorporate the latent structure information of summaries

into the abstractive summarization model, it will improve the quality of the gener-

ated summaries. However, very few existing works specifically consider the latent

structure information of summaries in their summarization models. Several re-

search works employ topic models to capture the latent information from source

documents or sentences [12, 130]. However, they only use the latent information

to conduct the estimation of sentence salience and improve the performance of ex-

tractive summarization. In contrast, our purpose is to model and learn the latent

structure information from the target summaries and use it to enhance the perfor-

mance of abstractive summarization. Although a very popular neural network based

sequence-to-sequence (seq2seq) framework as shown in Figure 2.1 has been proposed

to tackle the abstractive summarization problem [15, 40, 83, 99, 111, 112, 118, 150],

the calculation of the internal decoding states is entirely deterministic. The deter-

ministic transformations in these discriminative models lead to limitations on the

representation ability of the latent structure information. Miao and Blunsom [92]
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extended the seq2seq framework and proposed a generative model to capture the

latent summary information, but they did not consider the recurrent dependencies

in their generative model leading to limited representation ability.

To tackle the above mentioned problems, we design a new framework based on

sequence-to-sequence oriented encoder-decoder model equipped with a latent struc-

ture modeling component. We employ Variational Auto-Encoders (VAEs) [54, 110]

as the base model for our generative framework which can handle the inference prob-

lem associated with complex generative modeling. However, the standard framework

of VAEs is not designed for sequence modeling related tasks. Inspired by [20], we

add historical dependencies on the latent variables of VAEs and propose a deep

recurrent generative decoder (DRGD) for latent structure modeling. Then the stan-

dard discriminative deterministic decoder and the recurrent generative decoder are

integrated into a unified decoding framework. The target summaries will be decoded

based on both the discriminative deterministic variables and the generative latent

structural information. All the neural parameters are learned by back-propagation

in an end-to-end training paradigm.

3.2 Framework Description

3.2.1 Overview

As shown in Figure 3.2, the basic framework of our approach is a neural network

based encoder-decoder framework for sequence-to-sequence learning. The input is

a variable-length sequence X = {x1,x2, . . . ,xm} representing the source text. The

word embedding xt is initialized randomly and learned during the optimization pro-

cess. The output is also a sequence Y = {y1,y2, . . . ,yn}, which represents the

generated abstractive summaries. Gated Recurrent Unit (GRU) [17] is employed

as the basic sequence modeling component for the encoder and the decoder. For
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latent structure modeling, we add historical dependencies on the latent variables of

Variational Auto-Encoders (VAEs) and propose a deep recurrent generative decoder

(DRGD) to distill the complex latent structures implied in the target summaries of

the training data. Finally, the abstractive summaries will be decoded out based on

both the discriminative deterministic variables H and the generative latent struc-

tural information Z.

3.2.2 Recurrent Generative Decoder

Assume that we have obtained the source text representation he ∈ Rkh . The purpose

of the decoder is to translate this source code he into a series of hidden states

{hd
1,hd

2, . . . ,hd
n}, and then revert these hidden states to an actual word sequence

and generate the summary.

For standard recurrent decoders, at each time step t, the hidden state hd
t ∈ Rkh

is calculated using the dependent input symbol yt−1 ∈ Rkw and the previous hidden

state hd
t−1:

hd
t = f(yt−1,hd

t−1) (3.1)

where f(·) is a recurrent neural network such as vanilla RNN, Long Short-Term

Memory (LSTM) [43], and Gated Recurrent Unit (GRU) [17]. No matter which one

we use for f(·), the common transformation operation is as follows:

hd
t = g(Wd

yhyt−1 +Wd
hhhd

t−1 + bd
h) (3.2)

where Wd
yh ∈ Rkh×kw and Wd

hh ∈ Rkh×kh are the linear transformation matrices. bd
h

is the bias. kh is the dimension of the hidden layers, and kw is the dimension of the

word embeddings. g(·) is the non-linear activation function. From Equation 3.2, we

can see that all the transformations are deterministic, which leads to a deterministic

recurrent hidden state hd
t . From our investigations, we find that the representational
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power of such deterministic variables are limited. Some more complex latent struc-

tures in the target summaries, such as the high-level syntactic features and latent

topics, cannot be modeled effectively by the deterministic operations and variables.

Recently, a generative model called Variational Auto-Encoders (VAEs) [54, 110]

shows strong capability in modeling latent random variables and improves the per-

formance of tasks in different fields such as sentence generation [9] and image gen-

eration [39]. However, the standard VAEs is not designed for modeling sequence

directly. Inspired by [20], we extend the standard VAEs by introducing the histor-

ical latent variable dependencies to make it be capable of modeling sequence data.

Our proposed latent structure modeling framework can be viewed as a sequence gen-

erative model which can be divided into two parts: inference (variational-encoder)

and generation (variational-decoder). As shown in the decoder component of Fig-

ure 3.2, the input of the original VAEs only contains the observed variable yt, and

the variational-encoder can map it to a latent variable z ∈ Rkz , which can be used

to reconstruct the original input. For the task of summarization, in the sequence

decoder component, the previous latent structure information needs to be consid-

ered for constructing more effective representations for the generation of the next

state.

For the inference stage, the variational-encoder can map the observed variable

y<t and the previous latent structure information z<t to the posterior probability

distribution of the latent structure variable pθ(zt|y<t, z<t). It is obvious that this

is a recurrent inference process in which zt contains the historical dynamic latent

structure information. Compared with the variational inference process pθ(zt|yt) of

the typical VAEs model, the recurrent framework can extract more complex and

effective latent structure features implied in the sequence data.

For the generation process, based on the latent structure variable zt, the target

word yt at the time step t is drawn from a conditional probability distribution
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pθ(yt|zt). The target is to maximize the probability of each generated summary

y = {y1,y2, . . . ,yT} based on the generation process according to:

pθ(y) =
T∏
t=1

∫
pθ(yt|zt)pθ(zt)dzt (3.3)

For the purpose of solving the intractable integral of the marginal likelihood as

shown in Equation 3.3, a recognition model qϕ(zt|y<t, z<t) is introduced as an ap-

proximation to the intractable true posterior pθ(zt|y<t, z<t). The recognition model

parameters ϕ and the generative model parameters θ can be learned jointly. The

aim is to reduce the Kulllback-Leibler divergence (KL) between qϕ(zt|y<t, z<t) and

pθ(zt|y<t, z<t):

DKL[qϕ(zt|y<t, z<t)∥pθ(zt|y<t, z<t)]

=

∫
z

qϕ(zt|y<t, z<t) log
qϕ(zt|y<t, z<t)

pθ(zt|y<t, z<t)
dz

= Eqϕ(zt|y<t,z<t)[log qϕ(zt|·)− log pθ(zt|·)]

where · denotes the conditional variables y<t and z<t. Bayes rule is applied to

pθ(zt|y<t, z<t),

DKL[qϕ(zt|y<t, z<t)∥pθ(zt|y<t, z<t)]

= log pθ(y<t) + Eqϕ(zt|·)[log qϕ(zt|·)

− log pθ(y<t|zt)− log pθ(zt)]

(3.4)

and we can extract log pθ(z) from the expectation, transfer the expectation term

Eqϕ(zt|y<t,z<t) back to KL-divergence, and rearrange all the terms. Consequently the
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following holds:

log pθ(y<t) =DKL[qϕ(zt|y<t, z<t)∥pθ(zt|y<t, z<t)]

+ Eqϕ(zt|y<t,z<t)[log pθ(y<t|zt)]

−DKL[qϕ(zt|y<t, z<t)∥pθ(zt)]

(3.5)

Let L(θ, ϕ; y) represent the last two terms from the right part of Equation 3.5:

L(θ, φ; y) =Eqϕ(zt|y<t,z<t)

{∑T

t=1
log pθ(yt|zt)

−DKL[qϕ(zt|y<t, z<t)∥pθ(zt)]
} (3.6)

Since the first KL-divergence term of Equation 3.5 is non-negative, we have log pθ(y<t) ≥

L(θ, ϕ; y) meaning that L(θ, ϕ; y) is a lower bound (the objective to be maximized)

on the marginal likelihood. In order to differentiate and optimize the lower bound

L(θ, ϕ; y), following the core idea of VAEs, we use a neural network framework for

the probabilistic encoder qϕ(zt|y<t, z<t) for better approximation.

3.2.3 Abstractive Summary Generation

We also design a neural network based framework to conduct the variational in-

ference and generation for the recurrent generative decoder component similar to

some design in previous works [39, 54, 110]. The encoder component and the de-

coder component are integrated into a unified abstractive summarization framework.

Considering that GRU has comparable performance but with less parameters and

more efficient computation, we employ GRU as the basic recurrent model which
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updates the variables according to the following operations:

rt = σ(Wxrxt +Whrht−1 + br)

zt = σ(Wxzxt +Whzht−1 + bz)

gt = tanh(Wxhxt +Whh(rt ⊙ ht−1) + bh)

ht = zt ⊙ ht−1 + (1− zt)⊙ gt

(3.7)

where rt is the reset gate, zt is the update gate. ⊙ denotes the element-wise multi-

plication. tanh is the hyperbolic tangent activation function.

As shown in the left block of Figure 3.2, the encoder is designed based on bidi-

rectional recurrent neural networks. Let xt be the word embedding vector of the

t-th word in the source sequence. GRU maps xt and the previous hidden state ht−1

to the current hidden state ht in feed-forward direction and back-forward direction

respectively:
⇀

ht = GRU(xt,
⇀

ht−1)
↼

ht = GRU(xt,
↼

ht−1)
(3.8)

Then the final hidden state he
t ∈ R2kh is concatenated using the hidden states from

the two directions:

he
t =

⇀

ht||
↼

h (3.9)

As shown in the middle block of Figure 3.2, the decoder consists of two components:

discriminative deterministic decoding and generative latent structure modeling.

The discriminative deterministic decoding is an improved attention modeling

based recurrent sequence decoder. The first hidden state hd
1 is initialized using the

average of all the source input states:

hd
1 =

1

T e

T e∑
t=1

he
t (3.10)



CHAPTER 3. LATENT STRUCTURE MODELING FOR SDS 29

where he
t is the source input hidden state. T e is the input sequence length. The

deterministic decoder hidden state hd
t is calculated using two layers of GRUs. On

the first layer, the hidden state is calculated only using the current input word

embedding yt−1 and the previous hidden state hd1
t−1:

hd1
t = GRU1(yt−1,hd1

t−1) (3.11)

where the superscript d1 denotes the first decoder GRU layer. Then the attention

weights at the time step t are calculated based on the relationship of hd1
t and all

the source hidden states {he
t}. Let ai,j be the attention weight between hd1

i and he
j ,

which can be calculated using the following formulation:

ai,j =
exp(ei,j)∑T e

j′=1 exp(ei,j′)

ei,j = vT tanh(Wd
hhhd1

i +We
hhhe

j + ba)

(3.12)

where Wd
hh ∈ Rkh×kh , We

hh ∈ Rkh×2kh , ba ∈ Rkh , and v ∈ Rkh . The attention

context is obtained by the weighted linear combination of all the source hidden

states:

ct =
∑T e

j′=1
at,j′he

j′ (3.13)

The final deterministic hidden state hd2
t is the output of the second decoder

GRU layer, jointly considering the word yt−1, the previous hidden state hd2
t−1, and

the attention context ct:

hd2
t = GRU2(yt−1,hd2

t−1, ct) (3.14)

For the component of recurrent generative model, inspired by some ideas in pre-

vious works [39, 54, 110], we assume that both the prior and posterior of the latent
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variables are Gaussian, i.e., pθ(zt) = N (0, I) and qϕ(zt|y<t, z<t) = N (zt;µ,σ2I),

where µ and σ denote the variational mean and standard deviation respectively,

which can be calculated via a multilayer perceptron. Precisely, given the word

embedding yt−1, the previous latent structure variable zt−1, and the previous deter-

ministic hidden state hd
t−1, we first project it to a new hidden space:

hez
t = g(Wez

yhyt−1 +Wez
zhzt−1 +Wez

hhhd
t−1 + bez

h )

where Wez
yh ∈ Rkh×kw , Wez

zh ∈ Rkh×kz , Wez
hh ∈ Rkh×kh , and bez

h ∈ Rkh . g is the

sigmoid activation function: σ(x) = 1/(1 + e−x). Then the Gaussian parameters

µt ∈ Rkz and σt ∈ Rkz can be obtained via a linear transformation based on hez
t :

µt = Wez
hµhez

t + bez
µ

log(σ2
t ) = Whσhez

t + bez
σ

(3.15)

The latent structure variable zt ∈ Rkz can be calculated using the reparameterization

trick:

ε ∼ N (0, I), zt = µt + σt ⊗ ε (3.16)

where ε ∈ Rkz is an auxiliary noise variable. The process of inference for finding zt
based on neural networks can be teated as a variational encoding process.

To generate summaries precisely, we first integrate the recurrent generative de-

coding component with the discriminative deterministic decoding component, and

map the latent structure variable zt and the deterministic decoding hidden state hd2
t

to a new hidden variable:

hdy
t = tanh(Wdy

zhzt +Wdz
hhh

d2
t + bdy

h ) (3.17)

Given the combined decoding state hdy
t at the time t, the probability of gener-
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ating any target word yt is given as follows:

yt = ς(Wd
hyh

dy
t + bd

hy) (3.18)

where Wd
hy ∈ Rky×kh and bd

hy ∈ Rky . ς(·) is the softmax function. Finally, we use a

beam search algorithm [56] for decoding and generating the best summary.

3.2.4 Learning

Although the proposed model contains a recurrent generative decoder, the whole

framework is fully differentiable. As shown in Section 3.2.3, both the recurrent

deterministic decoder and the recurrent generative decoder are designed based on

neural networks. Therefore, all the parameters in our model can be optimized in an

end-to-end paradigm using back-propagation. We use {X}N and {Y }N to denote

the training source and target sequence. Generally, the objective of our framework

consists of two terms. One term is the negative log-likelihood of the generated

summaries, and the other one is the variational lower bound L(θ, ϕ;Y ) mentioned in

Equation 3.6. Since the variational lower bound L(θ, ϕ;Y ) also contains a likelihood

term, we can merge it with the likelihood term of summaries. The final objective

function, which needs to be minimized, is formulated as follows:

J =
1

N

N∑
n=1

T∑
t=1

{
− log

[
p(y

(n)
t |y

(n)
<t , X

(n))

]

+DKL

[
qϕ(z(n)t |y

(n)
<t , z

(n)
<t )∥pθ(z

(n)
t )

]} (3.19)



32 CHAPTER 3. LATENT STRUCTURE MODELING FOR SDS

3.3 Experimental Setup

3.3.1 Datesets

We train and evaluate our framework on three popular datasets.

Gigawords is an English sentence summarization dataset prepared based on

Annotated Gigawords1 by extracting the first sentence from articles with the head-

line to form a source-summary pair. We directly download the prepared dataset used

in Rush et al. [111]. It roughly contains 3.8M training pairs, 190K validation pairs,

and 2,000 test pairs. The test set is identical to the one used in all the comparative

baseline methods.

DUC-20042 is another English dataset only used for testing in our experiments.

It contains 500 news documents from the New York Times and Associated Press

Wire services. Each document contains 4 model summaries written by experts. The

length of the summary is limited to 75 bytes.

LCSTS [45] is a large-scale Chinese short text summarization dataset, consisting

of pairs of (short text, summary) collected from Sina Weibo3. We take Part-I as the

training set, Part-II as the development set, and Part-III as the test set. There is

a score in range 1 ∼ 5 labeled by human to indicate how relevant an article and its

summary is. We only reserve those pairs with scores no less than 3. The size of the

three sets are 2.4M, 8.7k, and 725 respectively. In our experiments, we only take

Chinese character sequence as input, without performing word segmentation.

3.3.2 Evaluation Metrics

We use ROUGE (Recall-Oriented Understudy for Gisty Evaluation) [79] as our

evaluation metric. The basic idea of ROUGE is to count the number of overlap-
1https://catalog.ldc.upenn.edu/ldc2012t21
2http://duc.nist.gov/duc2004
3http://www.weibo.com
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ping units between generated summaries and the reference summaries. There are

several variants of ROUGE according to the different semantic units used for evalu-

ation, including ROUGE-N (n-grams), ROUGE-L (the longest common sequence),

ROUGE-SU (skip-bigrams and uni-grams). For example, the most commonly used

ROUGE-N is computed respectively as follows:

ROUGE−Nrecall =

∑
S∈{ReferenceSummaries}

∑
gramn∈S

Countmatch(gramn)∑
S∈{ReferenceSummaries}

∑
gramn∈S

Count(gramn)
(3.20)

ROUGE−Nprecision =

∑
S∈{ReferenceSummaries}

∑
gramn∈S

Countmatch(gramn)∑
S∈{SystemSummaries}

∑
gramn∈S

Count(gramn)
(3.21)

ROUGE−NF−measure =
2×ROUGE−Nprecision ×ROUGE−Nrecall

ROUGE−Nprecision +ROUGE−Nrecall

(3.22)

Considering that many previous works employ F-measures of ROUGE-1 (R-1),

ROUGE-2 (R-2) and ROUGE-L (R-L) as the metrics for evaluation, we also report

the results under these three metrics in our work.

3.3.3 Comparative Methods

We compare our model with some baselines and state-of-the-art methods. Because

the datasets are quite standard, so we just extract the results from their papers.

Therefore the baseline methods on different datasets may be slightly different.

• TOPIARY [144] is the best on DUC2004 Task-1 for compressive text summa-

rization. It combines a system using linguistic based transformations and an

unsupervised topic detection algorithm for compressive text summarization.
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• MOSES+ [111] uses a phrase-based statistical machine translation system

trained on Gigaword to produce summaries. It also augments the phrase table

with “deletion” rulesto improve the baseline performance, and MERT is also

used to improve the quality of generated summaries.

• ABS and ABS+ [111] are both the neural network based models with local

attention modeling for abstractive sentence summarization. ABS+ is trained

on the Gigaword corpus, but combined with an additional log-linear extractive

summarization model with handcrafted features.

• RNN and RNN-context [45] are two seq2seq architectures. RNN-context

integrates attention mechanism to model the context.

• CopyNet [40] integrates a copying mechanism into the sequence-to-sequence

framework.

• RNN-distract [15] uses a new attention mechanism by distracting the his-

torical attention in the decoding steps.

• RAS-LSTM and RAS-Elman [18] both consider words and word positions

as input and use convolutional encoders to handle the source information.

For the attention based sequence decoding process, RAS-Elman selects El-

man RNN [26] as decoder, and RAS-LSTM selects Long Short-Term Memory

architecture [43].

• LenEmb [51] uses a mechanism to control the summary length by considering

the length embedding vector as the input.

• ASC+FSC1 [92] uses a generative model with attention mechanism to con-

duct the sentence compression problem. The model first draws a latent sum-

mary sentence from a background language model, and then subsequently

draws the observed sentence conditioned on this latent summary.
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• lvt2k-1sent and lvt5k-1sent [99] utilize a trick to control the vocabulary

size to improve the training efficiency.

3.3.4 Experimental Settings

For the experiments on the English dataset Gigawords, we set the dimension of

word embeddings to 300, and the dimension of hidden states and latent variables to

500. The maximum length of documents and summaries is 100 and 50 respectively.

The batch size of mini-batch training is 256. For DUC-2004, the maximum length of

summaries is 75 bytes. For the dataset of LCSTS, the dimension of word embeddings

is 350. We also set the dimension of hidden states and latent variables to 500. The

maximum length of documents and summaries is 120 and 25 respectively, and the

batch size is also 256. The beam size of the decoder was set to be 10.

We used mini-batch stochastic gradient descent (SGD) to optimize the log-

likelihood. Adadelta [146] with hyperparameter ρ = 0.95 and ϵ = 1e − 6 is used

for gradient based optimization. Gradient clipping is adopted by scaling gradients

when the norm exceeds a threshold of 10. Our neural network based framework is

implemented using Theano [120] on a single Tesla K80 GPU.

3.4 Results and Discussions

3.4.1 ROUGE Evaluation

Table 3.1: ROUGE-F1 on validation sets

Dataset System ROUGE-1 ROUGE-2 ROUGE-L
GIGA StanD 32.69 15.29 30.60

DRGD 36.25 17.61 33.55
LCSTS StanD 33.88 21.49 31.05

DRGD 36.71 24.00 34.10
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Table 3.2: ROUGE-F1 on Gigawords

System ROUGE-1 ROUGE-2 ROUGE-L
ABS 29.55 11.32 26.42
ABS+ 29.78 11.89 26.97
RAS-LSTM 32.55 14.70 30.03
RAS-Elman 33.78 15.97 31.15
ASC + FSC1 34.17 15.94 31.92
lvt2k-1sent 32.67 15.59 30.64
lvt5k-1sent 35.30 16.64 32.62
DRGD 36.27 17.57 33.62

Table 3.3: ROUGE-Recall on DUC2004

System ROUGE-1 ROUGE-2 ROUGE-L
TOPIARY 25.12 6.46 20.12
MOSES+ 26.50 8.13 22.85
ABS 26.55 7.06 22.05
ABS+ 28.18 8.49 23.81
RAS-Elman 28.97 8.26 24.06
RAS-LSTM 27.41 7.69 23.06
LenEmb 26.73 8.39 23.88
lvt2k-1sen 28.35 9.46 24.59
lvt5k-1sen 28.61 9.42 25.24
DRGD 28.99 9.72 25.28

We first depict the performance of our model DRGD by comparing to the stan-

dard decoders (StanD) of our own implementation. The comparison results on the

validation datasets of Gigawords and LCSTS are shown in Table 3.1. From the

results we can see that our proposed generative decoders DRGD can obtain obvious

improvements on abstractive summarization than the standard decoders. Actually,

the performance of the standard decoders is similar with those mentioned popular

baseline methods.

The results on the English datasets of Gigawords and DUC-2004 are shown in

Table 3.2 and Table 3.3 respectively. Our model DRGD achieves the best summa-

rization performance on all the ROUGE metrics. Although ASC+FSC1 also uses a
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Table 3.4: ROUGE-F1 on LCSTS

System ROUGE-1 ROUGE-2 ROUGE-L
RNN 21.50 8.90 18.60
RNN-context 29.90 17.40 27.20
CopyNet 34.40 21.60 31.30
RNN-distract 35.20 22.60 32.50
DRGD 36.99 24.15 34.21

generative method to model the latent summary variables, the representation abil-

ity is limited and it cannot bring in noticeable improvements. It is worth noting

that the methods lvt2k-1sent and lvt5k-1sent [99] utilize linguistic features such as

parts-of-speech tags, named-entity tags, and TF and IDF statistics of the words as

part of the document representation. In fact, extracting all such features is a time

consuming work, especially on large-scale datasets such as Gigawords. lvt2k and

lvt5k are not end-to-end style models and are more complicated than our model in

practical applications.

The results on the Chinese dataset LCSTS are shown in Table 3.4. Our model

DRGD also achieves the best performance. Although CopyNet employs a copying

mechanism to improve the summary quality and RNN-distract considers attention

information diversity in their decoders, our model is still better than those two

methods demonstrating that the latent structure information learned from target

summaries indeed plays a role in abstractive summarization. We also believe that

integrating the copying mechanism and coverage diversity in our framework will

further improve the summarization performance.

3.4.2 Summary Case Analysis

In order to analyze the reasons of improving the performance, we compare the gen-

erated summaries by DRGD and the standard decoders StanD used in some other

works such as [18]. The source texts, golden summaries, and the generated sum-



38 CHAPTER 3. LATENT STRUCTURE MODELING FOR SDS

Table 3.5: Examples of the generated summaries.

S(1): hosts wuhan won the men ’s soccer title by beating beijing shunyi #-#
here at the #th chinese city games on friday.

Golden: hosts wuhan wins men ’s soccer title at chinese city games.

StanD: results of men ’s volleyball at chinese city games.

DRGD: wuhan wins men ’s soccer title at chinese city games.

S(2): UNK and the china meteorological administration tuesday signed an
agreement here on long - and short-term cooperation in projects involving
meteorological satellites and satellite meteorology.

Golden: UNK china to cooperate in meteorology.

StanD: weather forecast for major chinese cities.

DRGD: china to cooperate in meteorological satellites.

S(3): the rand gained ground against the dollar at the opening here wednesday
, to #.# to the greenback from #.# at the close tuesday.

Golden: rand gains ground.

StanD: rand slightly higher against dollar.

DRGD: rand gains ground against dollar.

S(4): new zealand women are having more children and the country ’s birth
rate reached its highest level in ## years , statistics new zealand said on
wednesday.

Golden: new zealand birth rate reaches ##-year high.

StanD: new zealand women are having more children birth rate hits highest
level in ## years.

DRGD: new zealand ’s birth rate hits ##-year high.

maries are shown in Table 3.5. From the cases we can observe that DRGD can

indeed capture some latent structures which are consistent with the golden sum-

maries. For example, our result for S(1) “Wuhan wins men’s soccer title at Chinese

city games” matches the “Who Action What” structure. However, the standard de-
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coder StanD ignores the latent structures and generates some loose sentences, such

as the results for S(1) “Results of men’s volleyball at Chinese city games” does not

catch the main points. The reason is that the recurrent variational auto-encoders

used in our framework have better representation ability and can capture more ef-

fective and complicated latent structures from the sequence data. Therefore, the

summaries generated by DRGD have consistent latent structures with the ground

truth, leading to a better ROUGE evaluation.

3.5 Summary

In this Chapter, we propose a deep recurrent generative decoder (DRGD) to improve

the abstractive summarization performance. The model is a sequence-to-sequence

oriented encoder-decoder framework equipped with a latent structure modeling com-

ponent. Abstractive summaries are generated based on both the latent variables and

the deterministic states. Extensive experiments on benchmark datasets show that

DRGD achieves improvements over the state-of-the-art methods.



Chapter 4

Cascaded Attention Modeling for

Multi-Document Summarization

4.1 Background

Considering the procedure of summary writing by humans, when people read, they

will remember and forget part of the content. Information which is more im-

portant may make a deep impression easily. When people recall and digest what

they have read to write summaries, the important information usually attracts more

attention (the behavioral and cognitive process of selectively concentrating on a dis-

crete aspect of information, whether deemed subjective or objective, while ignoring

other perceivable information1) since it may repeatedly appears in some documents,

or be positioned in the beginning paragraphs.

In the context of multi-document summarization, to generate a summary sen-

tence for a key aspect of the topic, we need to find its relevant parts in the original

documents, which may attract more attention. The semantic parts with high atten-

tion weights plausibly represent and reconstruct the topic’s main idea. To this end,
1https://en.wikipedia.org/wiki/Attention (Apr., 2018)

40
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we propose a cascaded neural attention model to distill salient information from the

input documents in an unsupervised data reconstruction manner, which includes two

components: reader and recaller. The reader is a gated recurrent neural network

(LSTM or GRU) based sentence sequence encoder which can map all the sentences

of the topic into a global representation, with the mechanism of remembering and

forgetting. The recaller decodes the global representation into significantly fewer di-

versified vectors for distillation and concentration. A cascaded attention mechanism

is designed by incorporating attentions on both the hidden layer (dense distributed

representation of a sentence) and the output layer (sparse bag-of-words represen-

tation of summary information). It is worth noting that the output vectors of the

recaller can be viewed as word salience, and the attention matrix can be used as

sentence salience. Both of them are automatically learned by data reconstruction in

an unsupervised manner. Thereafter, the word salience is fed into a coarse-grained

sentence compression component. Finally, the attention weights are integrated into

a phrase-based optimization framework for compressive summary generation.

In fact, the notion of “attention” has gained popularity recently in neural net-

work modeling, which has improved the performance of many tasks such as machine

translation [2, 85]. However, very few previous works employ attention mechanism

to tackle MDS. Rush et al. [111] and Nallapati et al. [99] employed attention-based

sequence-to-sequence (seq2seq) framework only for sentence summarization. Gu

et al. [40], Cheng and Lapata [16], and Nallapati et al. [99] also utilized seq2seq based

framework with attention modeling for short text or single document summariza-

tion. Different from their works, our framework aims at conducting multi-document

summarization in an unsupervised manner.
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Enc

Dec

Figure 4.1: Our cascaded attention based unsupervised information distillation
framework. X is the original input sentence sequence of a topic. H i is the hidden
vectors of sentences. “Enc” and “Dec” represent the RNN-based encoding and
decoding layer respectively. cg is the global representation for the whole topic. Ah

and Ao are the distilled attention matrices for the hidden layer and the output layer
respectively, representing the salience of sentences. Ho is the output hidden layer.
s1 and s2 are the distilled condensed vectors representing the salience of words. Note
that they are neither origin inputs nor golden summaries.

4.2 Framework Description

4.2.1 Overview

Our framework has two phases, namely, information distillation for finding salient

words/sentences, and compressive summary generation. For the first phase, our

cascaded neural attention model consists of two components: reader and recaller as

shown in Figure 4.1. The reader component reads in all the sentences in the doc-

ument set corresponding to the topic/event. The information distillation happens



CHAPTER 4. CASCADED ATTENTION MODELING FOR MDS 43

in the recaller component where only the most important information is preserved.

Precisely, the recaller outputs fewer vectors s than that of the input sentences x for

the reader.

After the learning of the neural attention model finishes, the obtained salience

information will be used in the second phase for compressive summary generation.

This phase consists of two components: (i) the coarse-grained sentence compression

component which can filter the trivial information based on the output vectors S

from the neural attention model; (ii) the unified phrase-based optimization method

for summary generation in which the attention matrix Ao is used to conduct fine-

grained compression and summary construction.

4.2.2 Attention Modeling for Distillation

Reader

In the reader stage, for each topic, we extract all the sentences X = {x1, x2, . . . , xm}

from the set of input documents corresponding to a topic and generate a sentence

sequence with length m. The sentence order is the same as the original order of the

documents. Then the reader reads the whole sequence sentence by sentence. We em-

ploy the bag-of-words (BOW) representation as the initial semantic representation

for sentences. Assume that the dictionary size is k, then xi ∈ Rk.

Sparsity is one common problem for the BOW representation, especially when

each vector is generated from a single sentence. Moreover, downstream algorithms

might suffer from the curse of dimensionality. To solve these problems, we add a

hidden layer Hv (v for input layer) which is a densely distributed representation

above the input layer as shown in Figure 4.1. Such distributed representation can

provide better generalization than BOW representation in many different tasks [44,

52, 59, 96]. Specifically, the input hidden layer will project the input sentence vector
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xj to a new space Rh according to Equation 4.1. Then we obtain a new sentence

sequence Hv = [hv
1, h

v
2, . . . , h

v
m].

hv
j = tanh(W v

xhxj + bvh) (4.1)

where W v
xh and bvh are the weight and bias respectively. The superscript v means

that the variables are from the input layer.

While reading the sentence sequence, the reader should have the ability of re-

membering and forgetting. Therefore, we employ the RNN models with various

gates (input gate, forget gate, etc.) to imitate the remembering and forgetting

mechanism. Then the RNN based neural encoder (the third layer in Figure 4.1) will

map the whole embedding sequence to a single vector cg which can be regarded as

a global representation for the whole topic. Let t be the index of the sequence state

for the sentence xt, the hidden unit he
t (e for encoder RNN) of the RNN encoder

can be computed as:

he
t = f(he

t−1, h
v
t ) (4.2)

where the RNN f(·) computes the current hidden state given the previous hidden

state he
t−1 and the sentence embedding hv

t . The encoder generates hidden states {he
t}

over all time steps. The last state {he
m} is extracted as the global representation cg

for the whole topic. The structure for f(·) can be either an LSTM [43] or GRU [17].

Recaller

The recaller stage is a reverse of the reader stage, but it outputs less number of

vectors in S as shown in Figure 4.1. Given the global representation cg, the past

hidden state hd
t−1 (d for decoder RNN) from the decoder layer, an RNN based
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decoder generates several hidden states according to:

hd
t = f(hd

t−1, cg) (4.3)

We use cg to initialize the first decoder hidden state. The decoder will generate

several hidden states {hd
t } over pre-defined time steps. Then, similar to the reader

stage, we add an output hidden layer after the decoder layer:

ho
t = tanh(W o

hhh
d
t + boh) (4.4)

where W o
hh and boh are the weight and bias respectively for the projection from hd

t

to ho
t . Finally, the output layer maps these hidden vectors to the condensed vectors

S = [s1, s2, . . . , sn], Each output vector st has the same dimension k as the input

BOW vectors and is obtained as follows:

st = σ(Whsh
o
t + bs) (4.5)

For the purpose of distillation and concentration, we restrict n to be very small.

Cascaded Attention Modeling

Salience estimation for words and sentences is a crucial component in MDS, espe-

cially in the unsupervised summarization setting. We propose a cascaded attention

model for information distillation to tackle the salience estimation task for MDS.

We add attention mechanism not only in the hidden layer, but also in the output

layer. By this cascaded attention model, we can capture the salience of sentences

from two different and complementary vector spaces. One is the embedding space

that provides better generalization, and the other one is the BOW vector space that

captures more nuanced and subtle difference.
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For each output hidden state ho
t , we align it with each input hidden state hv

i by

an attention vector aht,i ∈ Rm (recall that m is the number of input sentences). aht,i

is derived by comparing ho
t with each input sentence hidden state hv

i :

aht,i =
exp(score(ho

t , h
v
i ))∑

i′ exp(score(ho
t , h

v
i′))

(4.6)

where score(·) is a content-based function to capture the relation between two vec-

tors. Several different formulations can be used as the function score(·) which will

be elaborated later.

Based on the alignment vectors {aht,i}, we can create a context vector cht by

linearly blending the sentence hidden states {hv
i′}:

cht =
∑

i′
aht,i′h

v
i′ (4.7)

Then the output hidden state can be updated based on the context vector. Let

h̃o
t = ho

t , then update the original state according to the following operation:

ho
t = tanh(W a

chc
h
t +W a

hhh̃
o
t ) (4.8)

The alignment vector aht,i captures which sentence should be attended more in the

hidden space when generating the condensed representation for the whole topic.

Besides the attention mechanism on the hidden layer, we also directly add at-

tention on the output BOW layer which can capture more nuanced and subtle

difference information from the BOW vector space. The hidden attention vector aht,i
is integrated with the output attention by a weight λa ∈ [0, 1]:

āot,i =
exp(score(st, xi))∑
i′ exp(score(st, xi′))

(4.9)
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aot,i = λaā
o
t,i + (1− λa)a

h
t,i (4.10)

The output context vector is computed as:

cot =
∑

i′
aot,i′xi′ (4.11)

To update the output vector st in Equation 4.5, we develop a different method from

that of the hidden attentions. Specifically we use a weighted combination of the

context vectors and the original outputs with λc ∈ [0, 1]. Let s̃t = st, then the

updated st is:

st = λcc
o
t + (1− λc)s̃t (4.12)

The parameters λa and λc can also be learned during training.

There are several different alternatives for the function score(·):

score(ht, hs) =


ht

Ths dot

ht
TWhs tensor

vT tanh(W [ht;hs]) concat

(4.13)

Considering their behaviors as studied in [85], we adopt “concat” for the hidden

attention layer, and “dot” for the output attention layer.

Unsupervised Learning

By minimizing the loss owing to using the condensed output vectors to reconstruct

the original input sentence vectors, we are able to learn the solutions for all the

parameters as follows.

min
Θ

1

2m

m∑
i=1

∥xi −
n∑

j=1

sja
o
j,i∥22 + λs∥S∥1 (4.14)
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where Θ denotes all the parameters in our model. In order to penalize the unim-

portant terms in the output vectors, we put a sparsity constraint on the rows of S

using l1-regularization, with the weight λs as a scaling constant for determining its

relative importance.

Let s̄ be the magnitude vector computed from the columns in S (S ∈ Rn×k).

Once the training is finished, each dimension of the vector s̄ can be regarded as the

word salience score. According to Equation 4.14, si ∈ S is used to reconstruct

the original sentence space X, and n ≪ m (the number of sentences in X is much

more than the number of vectors in S) Therefore a large value in s̄ means that

the corresponding word contains important information about this topic and it can

serve as the word salience.

Moreover, the output layer attention matrix Ao can be regarded as containing

the sentence salience information. Note that each output vector si is generated

based on the cascaded attention mechanism. Assume that aoi = Ao
i,: ∈ Rm is the

attention weight vector for si. According to Equation 4.9, a large value in aoi conveys

a meaning that the corresponding sentence should contribute more when generating

si. We also use the magnitude of the columns in Ao to represent the salience of

sentences.

4.2.3 Compressive Summary Generation Phase

Coarse-grained Sentence Compression

Using the information distillation result from the cascaded neural attention model,

we conduct coarse-grained compression for each individual sentence. Such strategy

has been adopted in some multi-document summarization methods [63, 131, 140].

Our coarse-grained sentence compression jointly considers word salience obtained

from the neural attention model and grammaticality constraints. First, we assign
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Figure 4.2: The constituency tree of a sentence.

the word salience score to each word in the sentence. For the words not in the

dictionary, e.g., stop words, the score is 0, implying that these words are not im-

portant. Although many words will get a low salience score, we cannot simply

delete them from the sentence since they might be critical to maintain the gram-

maticality. To solve this problem, we add some grammaticality constraints, such as

both the subject and verb should be kept. In order to extract the grammaticality

dependency from the sentence, we employ the Stanford parser [55] to generate a

constituency tree for each sentence. , as shown in Figure 4.2. Inspired by Wang

et al. [131], besides the word salience score and grammaticality constraints, we also

design a set of rules to guide the compression. The linguistically-motivated rules

are designed based on the observed obvious evidence for uncritical information from

the word level to the clause level, which include news headers such as “BEIJING,

Nov. 24 (Xinhua) –”, intra-sentential attribution such as “, police said Thursday”,

“, he said”, etc. The information filtered by the rules will be processed according

to the word salience score. Information with smaller salience score (< ϵ) will be

removed. We also design a function trivial−block−labeling to label the blocks of a

sentence if it triggers the rules. Before deleting a block from the sentence, we add
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Algorithm 1 Word salience guided sentence compression
Input: Sentence s, word salience Y , salience threshold ε.
Output: Compressed sentence s′.

1: trivial−block−labeling according to rules in Λ
2: for block bi ∈ s do
3: if bi trigger rules in Λ then
4: block salience ai = 0
5: for wj ∈ bi do
6: ai ← ai + Y [wj]
7: end for
8: if ai / #wi < ε and grammatical−checking is true then
9: discard si

10: end if
11: end if
12: end for
13: return s′.

another function grammatical−checking to check the grammaticality based on the

constituency tree. For example, subject and object relations should be kept since

deleting any word in a subject-verb-object path will result in an ungrammatical

sentence. The details of the coarse-grained compression are shown in Algorithm 1,

where #wi represents the number of words in block bi.

Phrase-based Optimization for Summary Construction

After coarse-grained compression on each single sentence as described above, we

design a unified optimization method for summary generation. We consider the

salience information obtained by our neural attention model and the compressed

sentences in the coarse-grained compression component.

Based on the parsed constituency tree for each input sentence as shown in Fig-

ure 4.2, we extract the noun-phrases (NPs) and verb-phrases (VPs) from the tree

as follows: (1) The NPs and VPs that are the direct children of the sentence node

(represented by the S node) are extracted. (2) VPs (NPs) in a path on which all the
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nodes are VPs (NPs) are also recursively extracted and regarded as having the same

parent node S. Recursive operation in the second step will only be carried out in

two levels since the phrases in the lower levels may not be able to convey a complete

fact.

The salience Si of a phrase Pi is defined as:

Si = {
∑
t∈Pi

tf(t)/
∑

t∈Topic

tf(t)} × ai (4.15)

where ai is the salience of the sentence containing Pi. tf(t) is the frequency of the

concept t (unigram/bigram) in the whole topic. Thus, Si inherits the salience of its

sentence, and also considers the importance of its concepts.

The overall objective function of our optimization formulation for selecting salient

NPs and VPs is formulated as an integer linear programming (ILP) problem:

max{
∑

i
αiSi −

∑
i<j

αij(Si + Sj)Rij} (4.16)

where αi is the selection indicator for the phrase Pi, Si is the salience scores of Pi,

αij and Rij is the co-occurrence indicator and the similarity of a pair of phrases (Pi,

Pj) respectively. The similarity is calculated by the Jaccard Index based method.

Specifically, this objective maximizes the salience score of the selected phrases as

indicated by the first term, and penalizes the selection of similar phrase pairs.

In order to obtain coherent summaries with good readability, we add some con-

straints into the ILP framework such as sentence generation constraint:

Constraint 1. Let βk denote the selection indicator of the sentence xk. If any

phrase from xk is selected, βk = 1. Otherwise, βk = 0. For generating a compressed

summary sentence, it is required that if βk = 1, at least one NP and at lease one
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VP of the sentence should be selected. It is expressed as:

∀Pi ∈ xk, αi ≤ βk ∧
∑

i
αi ≥ βk, (4.17)

Constraint 2. Two phrases in the same path of the constituency tree cannot
be selected at the same time:

if ∃Pk ⇝ Pj , then αk + αj ≤ 1, (4.18)

For example, “Three girls, all critical with gunshot wounds” and “Three girls”

cannot be both selected.
Constraint 3. These constraints control the co-occurrence relation of two

phrases:
αij − αi ≤ 0, αij − αj ≤ 0, αi + αj − αij ≤ 1; (4.19)

The first two constraints state that if the summary includes both the units Pi and

Pj, then we have to include them individually. The third constraint is the inverse

of the first two.

Constraint 4. The overall length of the selected NPs and VPs is no larger than

a limit L. ∑
i

{l(Pi) ∗ αi} ≤ L, (4.20)

where l() is the word-based length of a phrase.

Other constraints include sentence number, summary length, phrase co-occurrence,

etc. For details, please refer to McDonald [88], Woodsend and Lapata [135], and

Bing et al. [6].

The objective function and constraints are linear. Therefore the optimization

can be solved by existing ILP solvers such as the simplex algorithm [21]. In the
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implementation, we use a package called lp_solve2.

Postprocessing

In the post-processing, if the total length is smaller than L, we add conjunctions

such as “and” and “then” to concatenate the VPs for improving the readability

of the newly generated sentences. The pseudo-timestamp of a sentence is defined

as the earliest timestamp of its VPs and the sentences are ordered based on their

pseudo-timestamps. After postprocessing, the final compressive summaries have

been generated.

4.3 Experimental Setup

4.3.1 Datasets

DUC: Both DUC 2006 and DUC 2007 are used in our evaluation. DUC 2006 and

DUC 2007 contain 50 and 45 topics respectively. Each topic has 25 news documents

and 4 model summaries. The length of the model summary is limited to 250 words.

TAC: We also use TAC 2010 and TAC 2011 in our experiments. TAC 2011 is the

latest standard summarization benchmark data set and it contains 44 topics. Each

topic falls into one of 5 predefined event categories and contains 10 related news

documents and 4 model summaries. TAC 2010 contains 46 topics from the same

predefined categories. Each topic also has 10 documents and 4 model summaries.

TAC 2010 is used as the parameter tuning data set of our TAC evaluation.
2http://lpsolve.sourceforge.net/5.5/
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4.3.2 Settings

For text processing, the input sentences are represented as BOW vectors with di-

mension k. The dictionary is created using unigrams and named entity terms. The

word salience threshold ϵ used in sentence compression is 0.005. For the neural net-

work framework, we set the hidden size as 500. All the neural matrix parameters

W in hidden layers and RNN layers are initialized from a uniform distribution be-

tween [−0.1, 0.1]. Adadelta [146] is used for gradient based optimization. Gradient

clipping is adopted by scaling gradients then the norm exceeded a threshold of 10.

The maximum epoch number in the optimization procedure is 200. We limit the

number of distilled vectors n = 5. The attention cascaded parameter λa and λc

can be learned by our model. The sparsity penalty λs in Equation 4.14 is 0.001.

Our neural network based framework is implemented using Theano [120] on a single

GPU of Tesla K80. For training the attention-based distillation component, each

topic can be finished in less than 1 minute.

We use ROUGE score as our evaluation metric [79] with standard options3.

F-measures of ROUGE-1 (R-1), ROUGE-2 (R-2) and ROUGE-SU4 (R-SU4) are

reported. For the definition of ROUGE, please refer to Section 3.3.2 of Chapter 3.

4.4 Results and Discussions

4.4.1 Effect of Existing Salience Models and Different At-

tention Architectures

We quantitatively evaluate the performance of different variants on the dataset of

TAC 2010. The experimental results are shown in Table 4.1. Note that the sum-

mary generation phase for different methods are the same, and only the salience
3ROUGE-1.5.5.pl -n 4 -w 1.2 -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0
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Table 4.1: Comparisons on TAC 2010

System ROUGE-1 ROUGE-2 ROUGE-SU4
CW 0.353 0.092 0.123
SC 0.346 0.083 0.116
AttenC-tensor-gru 0.339 0.078 0.115
AttenC-concat-gru 0.353 0.089 0.121
AttenC-dot-lstm 0.352 0.089 0.121
AttenH-dot-gru 0.348 0.086 0.119
AttenO-dot-gru 0.348 0.085 0.118
AttenC-dot-gru 0.359 0.092 0.124
(w\o coarse-comp) 0.351 0.089 0.122

estimation methods are different. Commonly used existing methods for salience

estimation include: concept weight (CW) [6] and sparse coding (SC) [70]. As

mentioned in Section 4.2.2, there are several alternatives for the attention scoring

function score(·): dot, tensor, and concat. The comparisons using different RNN

models (LSTM and GRU) with different attention scoring functions are reported.

Moreover, we also design experiments to show the benefit of our cascaded atten-

tion mechanism versus the single attention method. AttenC denotes the cascaded

attention mechanism. AttenH and AttenO represent the attention only on the

hidden layer or the output layer respectively without cascaded combination.

Among all the methods, the cascaded attention model with dot structure achieves

the best performance. The effect of different RNN models, such as LSTM and GRU,

is similar. However, there are less parameters in GRU resulting in improvements

for the efficiency of training. Therefore, we choose AttenC-dot-gru as the at-

tention structure of our framework in the subsequent experiments. Moreover, the

results without coarse-grained sentence compression (Section 4.2.3) show that the

compression can indeed improve the sumamrization performance.
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4.4.2 Main Results of Compressive MDS

To compare the performance of our framework with existing approaches, our first

priority is to get the summaries produced by their systems (or get their code to

produce summaries by ourselves), then we run ROUGE evaluation on them with

the same option. If the summaries of the comparative systems are not available, we

implement their methods and communicate with the authors to clarify some details.

We compare our system C-Attention with several unsupervised summarization

baselines and state-of-the-art models.

• Random baseline selects sentences randomly for each topic.

• Lead baseline [132] ranks the news chronologically and extracts the leading

sentences one by one.

• TextRank [94] and LexRank [27] estimate sentence salience by applying the

PageRank algorithm to the sentence graph.

• PKUTM [65] employs manifold-ranking for sentence scoring and selection.

• ABS-Phrase [6] generates abstractive summaries using phrase-based opti-

mization framework.

• DSDR [42] employs sparse coding method to conduct the summary sentence

selection.

• MDS-Sparse [82] proposes a two-level sparse representation model for sum-

marization.

• RA-MDS [70] employs sparse coding method to estimate the salience of each

original sentences.
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Table 4.2: Results on DUC 2006.

System ROUGE-1 ROUGE-2 ROUGE-SU4
Random 0.280 0.046 0.088
Lead 0.308 0.048 0.087
LexRank 0.360 0.062 0.118
TextRank 0.373 0.066 0.125
MDS-Sparse 0.340 0.052 0.107
DSDR 0.377 0.073 0.117
RA-MDS 0.391 0.081 0.136
ABS-Phrase 0.392 0.082 0.137
C-Attention 0.393* 0.087* 0.141*

Table 4.3: Results on DUC 2007.

System ROUGE-1 ROUGE-2 ROUGE-SU4
Random 0.302 0.046 0.088
Lead 0.312 0.058 0.102
LexRank 0.378 0.075 0.130
TextRank 0.403 0.083 0.144
MDS-Sparse 0.353 0.055 0.112
DSDR 0.398 0.087 0.137
RA-MDS 0.408 0.097 0.150
ABS-Phrase 0.419 0.103 0.156
C-Attention 0.423* 0.107* 0.161*

We would like to mention that SpOpt [140] also presents some good results in their

paper, however, it is difficult to rebuild their system to faithfully reproduce their

results.

As shown in Table 4.2, Table 4.3, and Table 4.4, our system achieves the best

results on all the ROUGE metrics. The reasons are as follows: (1) The attention

model can directly capture the salient sentences, which are obtained by minimizing

the global data reconstruction error; (2) The cascaded structure of attentions can

jointly consider the embedding vector space and bag-of-words vector space when

conducting the estimation of sentence salience; (3) The coarse-grained sentence

compression based on distilled word salience, and the fine-grained compression via
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Table 4.4: Results on TAC 2011.

System ROUGE-1 ROUGE-2 ROUGE-SU4
Random 0.303 0.045 0.090
Lead 0.315 0.071 0.103
LexRank 0.313 0.060 0.102
TextRank 0.332 0.064 0.107
PKUTM 0.396 0.113 0.148
ABS-Phrase 0.393 0.117 0.148
RA-MDS 0.400 0.117 0.151
C-Attention 0.400* 0.121* 0.153*
* ：Statistical significance tests show that our method is better than the
best baselines.

Table 4.5: Top-10 terms extracted from each topic according to the word salience

Topic 1 Topic 2 Topic 3
school heart HIV

shooting disease Africa
Auvinen study circumcision
Finland risk study
police test infection
video blood trial

Wednesday red woman
gunman telomere drug
post level health

phrase-based unified optimization framework can generate more concise and salient

summaries. It is worth noting that PKUTM used a Wikipedia corpus for providing

domain knowledge. The system SWING [97] is the best system for TAC 2011. Our

results are not as good as SWING. The reason is that SWING employs category-

specific features and requires supervised training. These features help them select

better category-specific content for the summary. In contrast, our model is basically

unsupervised.



CHAPTER 4. CASCADED ATTENTION MODELING FOR MDS 59

Figure 4.3: Visualization for sentence attention.

4.4.3 Case Study: Distilled Word Salience

As mentioned above, the output vectors S in our neural model contain the distilled

word salience information. In order to show the performance of word salience esti-

mation, we select 3 topics (events) from different categories of TAC 2011: “Finland

Shooting”, “Heart Disease”, and “Hiv Infection Africa”. For each topic, we sort the

dictionary terms according to their salience scores, and extract the top-10 terms as

the salience estimation results as shown in Table 4.5. We can see that the top-10

terms reveal the most important information of each topic. For the topic “Finland

Shooting”, there is a sentence from the golden summary “A teenager at a school

in Finland went on a shooting rampage Wednesday, November 11, 2007, killing 8

people, then himself.” It is obvious that the top-10 terms from Table 4.5 can capture

this main point.

4.4.4 Case Study: Attention-based Sentence Salience

In our model, the distilled attention matrix Ao can be treated as sentence salience

estimation. Let â be the magnitude of the columns in Ao and â ∈ Rm. âi represents

the salience of the sentence xi. We collect all the attention vectors for 8 topics of TAC

2011, and display them as an image as shown in Figure 4.3. The x-axis represents

the sentence id (we show at most 100 sentences), and the y-axis represents the topic

id. The gray level of pixels in the image indicates different salience scores, where
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dark represents a high salience score and light represents a small score. Note that

different topics seem to hold different ranges of salience scores because they have

different number of sentences, i.e. m. According to Equation 4.9, topics containing

more sentences will distribute the attention to more units, therefore, each sentence

will get a relatively smaller attention weight. But this issue does not affect the

performance of MDS since different topics are independently processed.

In Figure 4.3, there are some chunks in each topic (see Topic 3 as an example)

having higher attention weights, which indeed automatically captures one charac-

teristic of MDS: sentence position is an important feature for news summarization.

As observed by several previous studies [70, 97], the sentences in the beginning

of a news document are usually more important and tend to be used for writing

model summaries. Manual checking verified that those high-attention chunks corre-

spond to the beginning sentences. Our model is able to automatically capture this

information by assigning the latter sentences in each topic lower attention weights.

4.4.5 Case Analysis

Table 4.6 shows the summary of the topic “Hawkins Robert Van Maur” in TAC

2011. The summary contains four sentences, which are all compressed with differ-

ent compression ratio. Some uncritical information is excluded from the summary

sentences, such as “police said Thursday” in S2, “But” in S3, and “he said” in S4.

In addition, the VP “killing eight people” in S2 is also excluded since it is duplicate

with the phrase “killed eight people” in S3. Moreover, from the case we can find

that the compression operation did not harm the linguistic quality.
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Table 4.6: The summary of the topic “Hawkins Robert Van Maur”.

S1: The young gunman who opened fire at a mall busy with holiday
shoppers appeared to choose his victims at random, according to
police[, but a note he left behind hinted at a troubled life].

S2: The teenage gunman who went on a shooting rampage in a de-
partment store, [killing eight people,] may have smuggled an assault
rifle into the mall underneath clothing[, police said Thursday].

S3: [But] police said it was Hawkins who went into an Omaha
shopping mall on Wednesday and began a shooting rampage that
killed eight people.

S4: Mall security officers noticed Hawkins briefly enter the
Von Maur department store at Omaha’s Westroads Mall earlier
Wednesday[, he said].

4.5 Summary

In this Chapter, we propose a cascaded neural attention based unsupervised salience

estimation method for compressive multi-document summarization. The attention

weights for sentences and salience values for words are both learned by data recon-

struction in an unsupervised manner. We thoroughly investigate the performance

of combining different attention architectures and cascaded structures. Experimen-

tal results on some benchmark data sets show that our framework achieves good

performance compared with the state-of-the-art methods.



Chapter 5

Variational Auto-Encoders for

Multi-Document Summarization

5.1 Background

Considering the scalability restriction of labeling multi-document summarization

datasets, some works adopt unsupervised data reconstruction methods to conduct

salience estimation and achieve comparable results [42, 70, 82, 108, 116, 140]. After

investigating these works, we observe that they mainly use Bag-of-Words (BoWs)

vectors in sentence representation and reconstruction loss function. On the other

hand, some research works [44, 52, 59, 96] have demonstrated that distributed repre-

sentations outperform BoWs in modeling sentence and document semantics. In this

paper, instead of using BoWs vectors, we explore a distributed representation for

modeling the latent semantics of sentences for the MDS task. We propose a frame-

work based on probabilistic generative models to describe the observed sentences

and latent semantic vectors.

Given a topic (event) composed of a set of documents, we build a distributed

latent semantic vector to model each sentence with a generative framework, where

62
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each sentence is generated from an unobserved latent semantic space. Another

characteristic is that the generative process employs a neural network conditioned

on the input text approximating the distributions over the latent semantic vector.

Markov Chain Monte Carlo (MCMC) sampling and Variational Inference (VI) are

the most common methods used in generative models [8, 49, 127]. Nevertheless,

some integrals of the marginal likelihood are intractable due to the continuous la-

tent variables and neural network based generative modeling. Standard variational

inference methods such as mean-field algorithms [137] cannot be used. Moreover,

MCMC based sampling methods are too slow to extend to large-scale machine learn-

ing tasks. Recently, Variational Autoencoders (VAEs) [54, 110] and Generative

Adversarial Networks (GANs) [36, 107] have been proposed that can handle the

inference problem associated with complex generative modeling frameworks. In our

work, we employ VAEs as the basic framework for the generative model. In fact,

some works [20, 93] have demonstrated that VAEs outperform the general Recurrent

Neural Networks (RNN) and Convolutional Neural Networks (CNN) in generating

high-level semantic representations.

To address the sentence salience estimation problem for MDS, we propose an

unsupervised data reconstruction framework which jointly reconstructs the latent

semantic space and the observed term vector space. The basic idea behind the data

reconstruction is that each original sentence can be reconstructed using a linear

combination of several other representative sentences. These representative sen-

tences are able to capture different aspects implied in the event, such as “what

happened”, “damages”, “countermeasures”, etc. We name the vectors which are

used to represent the aspect sentences as aspect vectors. Then, salience estimation

can be conducted during the reconstruction process using aspect vectors. Based on

the spirit of generative model and data reconstruction process, we design several

latent aspect vectors and use them to reconstruct the whole original latent semantic
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Figure 5.1: Our proposed sentence salience framework. Left: Latent semantic
modeling via variation auto-encoders for sentence xi. Right: Salience estimation
by a data reconstruction method during the variation-decoding process. x is the
sentence term vector, and z is the corresponding latent semantic vector. Sz are
the latent aspect vectors. Sh and Sx are hidden vectors and the output aspect term
vectors. Mh and Mx are two memories used to refine Sh and Sx based on the neural
alignment mechanism. A is a reconstruction coefficient matrix which contains the
sentence salience information.

space. In parallel with such idea, we also design some aspect term vectors which

are used to reconstruct the original observed term vector space. Thereafter, the

VAEs-based latent semantic model is integrated into the sentence salience estima-

tion component in a unified fashion, and the whole framework can be trained jointly

by back-propagation via multi-task learning. After estimating the sentence salience,

we employ a phrase merging based unified optimization framework to generate a

final summary.



CHAPTER 5. VARIATIONAL AUTO-ENCODERS FOR MDS 65

5.2 Overview of Our Proposed Framework

As shown in Figure 5.1, our sentence salience framework has two main compo-

nents: (1) latent semantic modeling; (2) salience estimation. To tackle the latent

semantic modeling problem, a VAEs-based generative model is designed to project

sentences from the term vector space to the latent semantic space. Consider a

dataset X = {x1,x2, · · · ,xn} consisting of n sentences from all the documents in a

topic (event), represented by BoWs term vectors. The left part of Figure 5.1 illus-

trates a VAEs-based component implemented as a feed-forward neural network for

associating a latent semantic vector zi ∈ RK with each sentence xi ∈ R|V |, where

V is the term dictionary. Based on generative modeling, a latent semantic vector

zi ∈ RK is generated from some prior distribution pθ(zi). Then the sentence term

vector xi is generated from a conditional distribution pθ(xi|zi). To find the param-

eter θ, the reparameterization trick is applied to obtain a differentiable estimator of

the variational lower bound. Then back-propagation can be employed to train the

neural network. For sentence salience estimation, we propose VAEs-A, an unsu-

pervised data reconstruction framework with the alignment mechanism for aspect

vector discovery. The general idea is shown in the right part of Figure 5.1. Note that

{x1,x2, · · · ,xn} and {z1, z2, · · · , zn} are exactly the same vectors as those depicted

in the left part of Figure 5.1. We design some latent aspect vectors Sz for capturing

the latent aspect information of a topic. The corresponding aspect term vectors Sx

are generated according to the conditional distribution pθ(x|z). By reconstructing

the original sentence term vectors X and the corresponding latent semantic vectors

Z using Sx and Sz jointly, the sentence salience can be estimated from the opti-

mized coefficient matrix. Finally, inspired by [6], a phrase-based unified numerical

optimization framework is employed to conduct the summary generation.
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5.3 Sentence Salience Framework

5.3.1 Latent Semantic Modeling

VAEs-based latent semantic modeling can be viewed as an instance of unsupervised

learning, which can be divided into two parts: inference (variational-encoder) and

generation (variational-decoder). Recall that the dictionary is V . As shown in the

left part of Figure 5.1, for each sentence term vector x ∈ R|V |, the variational-encoder

can map it to a latent semantic vector z ∈ RK , which can be used to generate the

original sentence term vector via the variational-decoder component. The target is

to maximize the probability of each x in the dataset based on the generation process

according to:

pθ(x) =
∫

pθ(x|z)pθ(z)dz (5.1)

For the purpose of solving the intractable integral of the marginal likelihood as

shown in Equation 5.1, a recognition model qϕ(z|x) is introduced as the approxi-

mation to the intractable of true posterior pθ(z|x). It is obvious that qϕ(z|x) and

pθ(x|z) can be regarded as a probabilistic encoder and decoder respectively. The

recognition model parameters ϕ and the generative model parameters θ can be learnt

jointly. The aim is to reduce the Kulllback-Leibler divergence (KL) between qϕ(z|x)

and pθ(z|x):

DKL[qφ(z|x)∥pθ(z|x)] =
∫
z

qφ(z|x) log
qφ(z|x)
pθ(z|x)

dz

= Eqφ(z|x)[log qφ(z|x)− log pθ(z|x)]
(5.2)

By applying Bayes rule to pθ(z|x):

DKL[qφ(z|x)∥pθ(z|x)] = log pθ(x) +

Eqφ(z|x)[log qφ(z|x)− log pθ(x|z)− log pθ(z)]
(5.3)
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We can extract log pθ(x) from the expectation, transfer the expectation term Eqφ(z|x)

back to KL-divergence, and rearrange all the terms. Then we yield:

log pθ(x) = DKL[qφ(z|x)∥pθ(z|x)]

+ Eqφ(z|x)[log pθ(x|z)]

−DKL[qφ(z|x)∥pθ(z)]

(5.4)

Let L(θ, φ;x) represent the last two terms from the right part of Equation 5.4:

L(θ, φ;x) = Eqφ(z|x)[log pθ(x|z)]−DKL[qφ(z|x)∥pθ(z)] (5.5)

Because the first KL-divergence term of Equation 5.4 is non-negative, so we have

log pθ(x) ≥ L(θ, φ;x), which means that L(θ, φ;x) is a lower bound (the objective

to be maximized) on the marginal likelihood. In order to differentiate and optimize

the lower bound L(θ, φ;x), following the core idea of VAEs, we use a neural network

framework for the probabilistic encoder qϕ(z|x) for better approximation.

Similar to previous works [39, 54, 110], we assume that both the prior and

posterior of the latent variables are Gaussian, i.e., pθ(z) = N (0, I) and qϕ(z|x) =

N (z;µ,σ2I), where µ and σ denote the variational mean and standard deviation

respectively, which can be calculated with a multilayer perceptron (MLP). Precisely,

given the term vector representation of an input sentence x, we first project it to a

hidden space:

henc = relu(Wxhx+ bxh) (5.6)

where henc ∈ Rdh , Wxh and bxh are the neural parameters. relu(x) = max(0, x) is

the activation function.

Then the Gaussian parameters µ ∈ RK and σ ∈ RK can be obtained via a linear
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transformation based on henc:

µ = Whµhenc + bhµ

log(σ2) = Whσhenc + bhσ
(5.7)

The latent semantic vector z ∈ RK can be calculated using the reparameterization

trick:

ε ∼ N (0, I), z = µ+ σ ⊗ ε (5.8)

where ε ∈ RK is an auxiliary noise variable. It is obvious that the mapping from x

to z is similar with the process of general auto-encoder. Therefore this process can

be named variational-encoding process.

Given the latent semantic vector z, a new term vector x′ is generated via the con-

ditional distribution pθ(x|z). Under the neural network framework, the generation

process is similar with the decoding process of the typical auto-encoder model:

hdec = relu(Wzhz + bzh) (5.9)

x′ = sigmoid(Whxhdec + bhx) (5.10)

Finally, based on the reparameterization trick in Equation 5.8, we can get the

analytical representation of the variational lower bound L(θ, φ;x):

log p(x|z) =
|V |∑
i=1

xi logx′
i + (1− xi) · log(1− x′

i)

−DKL[qφ(z|x)∥pθ(z)]=1
2

K∑
i=1

(1 + log(σ2
i )− µ2

i − σ2
i )

(5.11)

In this work we let pθ(x|z) be a multivariate Bernoulli. All the parameters {W,b}

can be learnt using the back-propagation method.
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5.3.2 Salience Estimation

The right part of Figure 5.1 depicts the general framework for salience estimation.

Note that xi and zi are the same vectors as those in the left part of Figure 5.1. Con-

sidering the spirit of summarization, we design a set of latent aspect vectors Sz from

the latent space which can be regarded as the representatives of the whole semantic

space. Inspired by previous works [42, 70, 108, 140], we propose an unsupervised

data reconstruction framework, named VAEs-A, for sentence salience estimation.

The main idea is to jointly consider the reconstruction for latent semantic space and

observed term vector space. This framework can capture the salience of sentences

from these two different and complementary vector spaces.

VAEs-A

Assume that Sz = {s1z, s2z, · · · , smz } are m latent aspect vectors used for reconstruct-

ing all the latent semantic vectors Z = {z1, z2, · · · , zn}, and m≪ n. Recall that n is

the number of original sentences. Here, we do not use the standard probabilistic sam-

pling methods, instead we propose a more efficient and straightforward estimation

method based on a neural network, which can be trained using back-propagation.

More specifically, Sz is initialized using values from [-0.1, 0.1] randomly. Thereafter,

the variational-decoding progress of VAEs can map the latent aspect vector Sz to

Sh, and then produce m new aspect term vectors Sx:

sh = relu(Wzhsz + bzh) (5.12)

sx = sigmoid(Whxsh + bhx) (5.13)

where the neural parameters W and b are shared from the decoder of VAEs.

Although VAEs are able to generate high-level abstract latent semantic represen-

tations for sentences, they may not be sufficient for generating high-quality sentence
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term vectors. The top-down generating process may lose detailed information [64].

In order to address this problem and to estimate the sentence salience more precisely,

we add an alignment mechanism [2, 85] to the decoding hidden layer and output

layer respectively. The purpose of the alignment mechanism is to recall the lost

detailed information from the sentence term vector memory Mx = {x1,x2, · · · ,xn}

and the encoder hidden state memory Mh = {h1
enc,h2

enc, · · · ,hn
enc}.

For each decoder hidden state sih, we align it with each encoder hidden state

hj
enc ∈ Mh by an alignment vector ah ∈ Rn. ahi,j is derived by comparing sih with

each input sentence hidden state hi
enc:

ahi,j =
exp(ehi,j)∑
j′ exp(ehi,j′)

ehi,j = vTha tanh(Whah
j
enc + Uhas

i
h)

(5.14)

The alignment vector ahi,j captures much more detailed information from the source

hidden space when generating the new representations. Based on the alignment

vectors {ahi,j}, we can create a context vector cih by linearly blending the sentence

hidden states hj′
enc:

cih =
∑

j′
ahi,j′h

j′

enc (5.15)

Then the output hidden state can be updated based on the context vector:

s̃ih = tanh(W h
chc

i
h +W a

hhs
i
h) (5.16)

And a temporal output vector is generated according to:

s̃ix = sigmoid(Whxs̃
i
h + bhx) (5.17)

Besides the alignment mechanism on the hidden layer, we also directly add alignment
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on the output layer, which can capture more nuanced and subtle difference informa-

tion from the BoWs term vector space. The alignment is conducted by comparing

s̃ix with each observed term vector xj ∈Mx:

axi,j =
exp(exi,j)∑
j′ exp(exi,j′)

exi,j = s̃ix · xj

(5.18)

where · in the inner product operation. Then the output context vector is computed

as:

cix =
∑

j
axi,jx

j (5.19)

To update the output vector, we develop a different method from that of the hidden

alignments. Specifically we use a weighted combination of the context vectors and

the original outputs with ωa ∈ [0, 1]:

six = ωac
i
x + (1− ωa)s̃

i
x (5.20)

Intuitively, Sz, Sh, and Sx can be used to reconstruct the space to which they

belong respectively. Let A ∈ Rn×m be the reconstruction coefficient matrix. Specif-

ically, we do not create the new variable A here. Instead, we represent it using

the decoder output layer alignment matrix A = {axi,j}, then refine it during opti-

mization. We define the magnitude of each row of A as the salience scores for the

corresponding sentences.

The optimization objective contains three reconstruction terms, jointly consid-

ering the latent semantic reconstruction and the term vector space reconstruction:

LA = λz ∥Z − ASz∥22 + λh ∥H − ASh∥22 + λx ∥X − ASx∥22 (5.21)
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This objective is integrated with the variational lower bound of VAEs and optimized

in a multi-task learning fashion.

VAEs-Zero

We also investigate a simpler VAEs-based model named VAEs-Zero which can also

conduct salience estimation. Recall the reparameterization trick, the prior and pos-

terior of the latent semantic vector z are both from Gaussian, and the vectors drawn

from the zero mean will hold larger probability density. Based on this idea, we can

generate a term vector sx ∈ R|V | from a special latent semantic vector sz = 0 via

the variational-decoding process. Intuitively, sx contains richer information than

the other vectors, which should be distilled as the summary information. Therefore,

we assume that sentences which are more similar with sx hold larger salience values.

For each sentence xi ∈ X, we use the cosine similarity as the salience estimation:

ai =
xi · sx
∥xi∥ ∥sx∥

(5.22)

Interestingly, sx can also be treated as the word salience information, so it can be

employed to conduct the keyword extraction task.

5.3.3 Multi-Task Learning

As mentioned before, we integrate VAEs-based latent semantic modeling and salience

estimation into a unified framework. Then the new optimization objective is:

J = min
Θ

(−L(θ, φ;x)+λLsalience) (5.23)

where Θ is a set of all the parameters related to this task. Lsalience is the reconstruc-

tion loss function for VAEs-A or VAEs-Zero. The whole framework can be trained
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using back-propagation efficiently. After the training, we calculate the magnitude

of each row of A as the salience score for each corresponding sentence, which will

be fed into a phrase-based optimization framework to generate a summary.

5.4 Summary Generation

Inspired by the phrase-based model in Bing et al. [6] and Li et al. [70], we refine this

model to consider the salience information obtained by our VAEs-based salience es-

timation framework. Based on the parsed constituency tree for each input sentence,

we extract the noun-phrases (NPs) and verb-phrases (VPs). The salience Si of a

phrase Pi is defined as:

Si = {
∑
t∈Pi

tf(t)/
∑

t∈Topic

tf(t)} × ai, (5.24)

where ai is the salience of the sentence containing Pi; tf(t) be the frequency of the

concept t (unigram/bigram) in the whole topic. Thus, Si inherits the salience of its

sentence, and also considers the importance of its concepts.

The overall objective function of this optimization formulation for selecting

salient NPs and VPs is formulated as an integer linear programming (ILP) problem:

max{
∑
i

αiS
N
i −

∑
i<j

αij(S
N
i + SN

j )RN
ij

+
∑
i

βiS
V
i −

∑
i<j

βij(S
V
i + SV

j )R
V
ij}

(5.25)

where αi and βi are selection indicators for the NP Ni and the VP Vi, respectively.

SN
i and SV

i are the salience scores of Ni and Vi. αij and βij are co-occurrence

indicators of pairs (Ni, Nj) and (Vi, Vj). RN
ij and RV

ij are the similarity of pairs (Ni,

Nj) and (Vi, Vj). The similarity is calculated by the Jaccard Index based method.
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Specifically, this objective maximizes the salience score of the selected phrases, and

penalizes the selection of similar phrase pairs.

In order to obtain coherent summaries with good readability, we add some con-

straints into the ILP framework, such as phrase co-occurrence constraint, which

control the co-occurrence relation of NPs or VPs: For NPs, we introduce three

constraints:

αij − αi ≤ 0, (5.26)

αij − αj ≤ 0, (5.27)

αi + αj − αij ≤ 1. (5.28)

Constraints 5.26 to 5.28 ensure a valid solution of NP selection. The first two

constraints state that if the units Ni and Nj co-occur in the summary (i.e., αij = 1),

then we have to include them individually (i.e., αi = 1 and αj = 1). The third

constraint is the inverse of the first two. Similarly, the constraints for VPs are as

follows:

βij − βi ≤ 0, (5.29)

βij − βj ≤ 0, (5.30)

βi + βj − βij ≤ 1. (5.31)

Other constraints include sentence number, summary length, phrase co-occurrence,

etc. For details, please refer to Woodsend and Lapata [135], Bing et al. [6], and

Li et al. [70]. The objective function and constraints are linear. Therefore the

optimization can be solved by existing ILP solvers such as simplex algorithms [21].

In the implementation, we use a package called lp_solve1.
1http://lpsolve.sourceforge.net/5.5/
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5.5 Experiments and Results

5.5.1 Datasets

The standard MDS datasets from DUC and TAC are used in our experiments. DUC

2006 and DUC 2007 contain 50 and 45 topics respectively. Each topic has 25 news

documents and 4 model summaries. The length of the model summary is limited

to 250 words. TAC 2011 is the latest standard summarization benchmark data set

and it contains 44 topics. Each topic contains 10 related news documents and 4

model summaries. TAC 2010 is used as the parameter tuning data set of our TAC

evaluation. The length of the model summary is limited to 100 words.

5.5.2 Evaluation Metric

We use ROUGE score as our evaluation metric [79]. F-measures of ROUGE-1,

ROUGE-2 and ROUGE-SU4 are reported. For the definition of ROUGE, please

refer to Section 3.3.2 of Chapter 3.

5.5.3 Settings

For text processing, the input sentences are represented as BoWs vectors with di-

mension |V |. The dictionary V is created using unigrams, bigrams and named entity

terms. n is the number of sentences in all the documents of a topic (event). For

the number of aspects, we let m = 5. For the neural network framework, we set the

hidden size dh = 500 and the latent size K = 100. For the optimization objective,

we let λz = 1, λh = 400, λx = 800, and λ = 1. Adam [53] is used for gradient based

optimization with a learning rate 0.001. Our neural network based framework is

implemented using Theano [120] on a single GPU2. For training the attention-based
2Tesla K80, 1 Kepler GK210 is used, 2496 Cuda cores, 12G GDDR5 memory.
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Table 5.1: Results on DUC 2006.

System Rouge-1 Rouge-2 Rouge-SU4
Random 0.280 0.046 0.088
Lead 0.308 0.048 0.087
MDS-Sparse 0.340 0.052 0.107
DSDR 0.377 0.073 0.117
RA-MDS 0.391 0.081 0.136
ABS-Phrase 0.392 0.082 0.137
C-Attention 0.393 0.087 0.141
VAEs-Zero 0.382 0.080 0.135
VAEs-A 0.396* 0.089* 0.143*

Table 5.2: Results on DUC 2007.

System Rouge-1 Rouge-2 Rouge-SU4
Random 0.302 0.046 0.088
Lead 0.312 0.058 0.102
MDS-Sparse 0.353 0.055 0.112
DSDR 0.398 0.087 0.137
RA-MDS 0.408 0.097 0.150
ABS-Phrase 0.419 0.103 0.156
C-Attention 0.423 0.107 0.161
VAEs-Zero 0.416 0.106 0.158
VAEs-A 0.423* 0.110* 0.164*

distillation component, each topic can be finished in less than 1 minute.

5.5.4 Results and Discussions

To compare the performance of our framework with previous methods, our first

priority is to get the summaries produced by their systems (or get their code to

produce summaries by ourselves). Then we run ROUGE evaluation on them with

the same option.

We compare our system with several summarization baselines and existing un-

supervised methods. Random baseline selects sentences randomly for each topic.

Lead baseline [132] ranks the news chronologically and extracts the leading sen-
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Table 5.3: Results on TAC 2011.

System Rouge-1 Rouge-2 Rouge-SU4
Random 0.303 0.045 0.090
Lead 0.315 0.071 0.103
PKUTM 0.396 0.113 0.148
RA-MDS 0.400 0.117 0.151
ABS-Phrase 0.393 0.117 0.148
C-Attention 0.400 0.121 0.153
VAEs-Zero 0.388 0.113 0.145
VAEs-A 0.405* 0.122* 0.155*

tences one by one. Three other unsupervised existing methods based on sparse

coding are also compared, namely, DSDR [42], MDS-Sparse [82], and RA-MDS

[70]. ABS-Phrase [6] generates abstractive summaries using phrase-based opti-

mization framework with weighted term frequency as salience estimation. We also

conduct comparisons with our method C-Attention proposed in Chapter 4. “*”

means that statistical significance tests show that our method is better than the

best baselines.

As shown in Table 5.1 and Table 5.2, our system achieves the best results on all

the ROUGE metrics. It demonstrates that VAEs based latent semantic modeling

and jointly semantic space reconstruction can improve the MDS performance con-

siderably. It is worth to note that VAEs-Zero also achieves comparable performance.

Although it is not as good as VAEs-A, it is better than most of the existing methods.

Therefore, VAEs based latent semantic modeling can benefit the MDS performance.

Besides those unsupervised models, to our knowledge, the method presented in

Wang et al. [131] achieved the best performance on DUC 2007. The reason is that

it uses supervised learning framework to train the sentence compression and docu-

ment summarization models. In the evaluation, it provides two supervised learning

based sentence selection methods: Support Vector Regression (SVR) and Lamb-

daMART. SVR obtains 0.095 and 0.147 on Rouge-2 and Rouge-SU4 respectively.
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Table 5.4: Top-10 terms extracted from each topic according to the output of VAEs-
A

Topic 1 Topic 2 Topic 3
Roberts China food
amish earthquake recall
girl Sichuan pet

school province cat
Miller tuesday dog
family million company
child relief menu
police people sell
kill government product

LambdaMART obtains 0.123 and 0.156. Our framework, which is unsupervised,

outperforms SVR and achieves similar results compared with LambdaMART.

For the data set TAC 2011, besides the above mentioned baselines, we compare

our framework with several more top systems: PKUTM [65] employs manifold-

ranking for sentence scoring and selection; Table 5.3 shows that our performance

is better than both PKUTM. It is worth noting that PKUTM used a Wikipedia

corpus for providing domain knowledge. The method SWING [97] is the best

TAC 2011 system. However, our results are not as good as SWING. The reason

is that SWING uses category-specific features and trains the feature weights with

the category information of TAC 2010 data in a supervised manner. These features

help them select better category-specific content for the summary. In contrast, our

model is unsupervised, and we only use TAC 2010 for general parameter tuning

purpose.

We mention that Sz and Sx represent different aspects of an event. To validate

this idea, we take the topic “Pet Food Recall” in TAC 2011 and extract some key-

words from each aspect. Aspect-1 contains words “Nutro, purchase, dozen, drop,

60, timing, protein, research”, Aspect-2 is “Sarah, Tuite, source, protein, Food,

and, Drug Administration”, and Aspect-3 is “food, company, recall, pet, menu,
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cat, product, foods, dog”. It demonstrates that our framework is able to capture the

main aspects of a topic. Moreover, we find that the magnitude of Sx can represent

the word salience information. We select 3 topics from TAC 2011: “Amish Shoot-

ing”, “Earthquake Sichuan”, and “Pet Food Recall”. For each topic, we sort the

dictionary terms according to their salience scores, and extract the top-10 terms, as

shown in Table 5.4. We can see that the top-10 terms reveal the most important in-

formation of each topic. For the topic “Amish Shooting”, we notice a sentence from

the golden summary: “On October 2, 2006, a gunman, Charles Roberts, entered

an Amish school near Lancaster, PA, took the children hostage, killed five girls and

wounded seven other children before killing himself.” It is obvious that the top-10

terms can capture the main semantics.

5.6 Summary

In this Chapter, we propose an new unsupervised Multi-Document Summarization

(MDS) framework. First, a VAEs based generative model is employed to map the

sentence from term vector space to latent semantic space. Then an unsupervised

data reconstruction model is proposed to conduct salience estimation, by jointly

reconstructing latent semantic space and observed term vector space using aspect

related vectors. Experimental results on the benchmark data sets DUC and TAC

show that our framework achieves better performance than the state-of-the-art mod-

els.



Chapter 6

Reader-Aware Multi-Document

Summarization

6.1 Background

With the development of social media and mobile equipments, more and more user

generated content is available. Figure 6.1 is a snapshot of reader comments under

the news report “The most important announcements from Google’s big developers’

conference”1. The content of the original news report talks about some new products

based on AI techniques. The news report generally conveys an enthusiastic tone.

However, while some readers share similar enthusiasms, some others express their

worries about new products and technologies and these comments can also reflect

their interests which may not be very salient in the original news reports. one natural

extension of the setting is to incorporate such content regarding the event so as to

directly or indirectly improve the generated summaries with greater user satisfaction.

Unfortunately, existing multi-document summarization approaches cannot handle

this issue. In this work, we investigate a new setting in this direction. Specifically,
1https://goo.gl/DdU0vL

80
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NEWS:  The most important announcements from Google's big developers' conference

Figure 6.1: Reader comments of the news “The most important announcements
from Google’s big developers’ conference (May, 2017)”.

a set of reader comments associated with the news reports are also collected. The

generated summaries from the reports for the event should be salient according to

not only the reports but also the reader comments. We name such a paradigm of

extension as reader-aware multi-document summarization (RA-MDS).

One challenge of the RA-MDS problem is how to conduct salience estimation

by jointly considering the focus of news reports and the reader interests revealed

by comments. Meanwhile, the model should be insensitive to the availability of

diverse aspects of reader comments. Another challenge is that reader comments are

very noisy, not fully grammatical and often expressed in informal expressions. Some

previous works explore the effect of comments or social contexts in single document

summarization such as blog summarization [46, 139]. However, the problem setting

of RA-MDS is more challenging because the considered comments are about an

event which is described by multiple documents spanning a time period. Another

challenge is that reader comments are very diverse and noisy.

Recall that in Chapter 5 we proposed a sentence salience estimation framework

known as VAESum based on a neural generative model called Variational Auto-
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Encoders (VAEs) [54, 110]. We find that the Gaussian based VAEs have a strong

ability to capture the salience information and filter the noise from texts. Intuitively,

if we feed both the news sentences and the comment sentences into the VAEs, com-

monly existed latent aspect information from both of them will be enhanced and

become salient. Inspired by this consideration, to address the sentence salience es-

timation problem for RA-MDS by jointly considering news documents and reader

comments, we extend the VAESum framework by training the news sentence latent

model and the comment sentence latent model simultaneously by sharing the neu-

ral parameters. After estimating the sentence salience, we employ a phrase based

compressive unified optimization framework to generate a final summary.

There is a lack of high-quality dataset suitable for RA-MDS. Existing datasets

from DUC2 and TAC3 are not appropriate. Therefore, we introduce a new dataset for

RA-MDS. We employed some experts to conduct the tasks of data collection, aspect

annotation, and summary writing as well as scrutinizing. To our best knowledge,

this is the first dataset for RA-MDS.

6.2 Framework

6.2.1 Overview

As shown in Figure 6.2, our reader-aware news sentence salience framework has

three main components: (1) latent semantic modeling; (2) comment weight estima-

tion; (3) joint reconstruction. Consider a dataset Xd and Xc consisting of nd news

sentences and nc comment sentences respectively from all the documents in a topic

(event), represented by bag-of-words vectors. Our proposed news sentence salience

estimation framework is extended from VAESum [74], which can jointly consider
2http://duc.nist.gov/
3http://tac.nist.gov/
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Figure 6.2: Our proposed framework. Left: Latent semantic modeling via variation
auto-encoders for news sentence xd and comment sentence xc. Middle: Comment
sentence weight estimation. Right: Salience estimation by a joint data reconstruc-
tion method. Ad is a news reconstruction coefficient matrix which contains the news
sentence salience information.

news documents and reader comments. One extension is that, in order to absorb

more useful information and filter the noisy data from comments, we design a weight

estimation mechanism which can assign a real value ρi for a comment sentence xi
c.

The comment weight ρ ∈ Rnc is integrated into the VAEs based sentence modeling

and data reconstruction component to handle comments.
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6.2.2 Reader-Aware Salience Estimation

Variational Autoencoders (VAEs) [54, 110] is a generative model based on neural

networks which can be used to conduct latent semantic modeling. In Chapter 5,

we employ VAEs to map the news sentences into a latent semantic space, which

is helpful in improving the MDS performance. Similarly, we also employ VAEs to

conduct the semantic modeling for news sentences and comment sentences. As-

sume that both the prior and posterior of the latent variables are Gaussian, i.e.,

pθ(z) = N (0, I) and qϕ(z|x) = N (z;µ,σ2I), where µ and σ denote the variational

mean and standard deviation respectively, which can be calculated with a multi-

layer perceptron (MLP). VAEs can be divided into two phases, namely, encoding

(inference), and decoding (generation). All the operations are depicted as follows:

henc = relu(Wxhx+ bxh)

µ = Whµhenc + bhµ

log(σ2) = Whσhenc + bhσ

ε ∼ N (0, I), z = µ+ σ ⊗ ε

hdec = relu(Wzhz + bzh)

x′ = sigmoid(Whxhdec + bhx)

(6.1)

By feeding both the news documents and the reader comments into VAEs, we

equip the model a ability of capturing the information from them jointly. However,

there is a large amount of noisy information hidden in the comments. Hence we

design a weighted combination mechanism for fusing news and comments in the

VAEs. Precisely, we split the variational lower bound L(θ, φ;x) into two parts and

fuse them using the comment weight ρ:

L(θ, φ;x) = L(θ, φ;xd) + ρ× L(θ, φ;xc) (6.2)
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The calculation of ρ will be discussed later.

The news sentence salience estimation is conducted by an unsupervised data

reconstruction framework. Assume that Sz = {s1z, s2z, · · · , smz } are m latent aspect

vectors used for reconstructing all the latent semantic vectors Z = {z1, z2, · · · , zn}.

Thereafter, the variational-decoding progress of VAEs can map the latent aspect

vector Sz to Sh, and then produce m new aspect term vectors Sx:

sh = relu(Wzhsz + bzh)

sx = sigmoid(Whxsh + bhx)
(6.3)

VAESum employs an alignment mechanism [2, 85] to recall the lost detailed

information from the input sentence. Inspired this idea, we design a jointly weighted

alignment mechanism by considering the news sentence and the comment sentence

simultaneously. For each decoder hidden state sih, we align it with each news encoder

hidden state hj
d by an alignment vector ad ∈ Rnd . We also align it with each

comments encoder hidden state hj
c by an alignment vector ac ∈ Rnc . In order

to filter the noisy information from the comments, we again employ the comment

weight ρ to adjust the alignment vector of comments:

ãc = ac × ρ (6.4)

The news-based context vector cid and the comment-based context vector cic can

be obtained by linearly blending the input hidden states respectively. Then the

output hidden state can be updated based on the context vectors:

s̃ih = tanh(W h
dhc

i
d +W h

chc
i
c +W a

hhs
i
h) (6.5)

Then we can generate the updated output aspect vectors based on s̃ih. We add a

similar alignment mechanism into the output layer.
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Sz, Sh, and Sx can be used to reconstruct the space to which they belong re-

spectively. In order to capture the information from comments, we design a joint

reconstruction approach here. Let Ad ∈ Rnd×m be the reconstruction coefficient

matrix for news sentences, and Ac ∈ Rnc×m be the reconstruction coefficient matrix

for comment sentences. The optimization objective contains three reconstruction

terms, jointly considering the latent semantic reconstruction and the term vector

space reconstruction for news and comments respectively:

LA = (∥Zd − AdSz∥22 + ∥Hd − AdSh∥22 + ∥Xd − AdSx∥22)

+ ρ× (∥Zc − AcSz∥22 + ∥Hc − AcSh∥22 + ∥Xc − AcSx∥22)
(6.6)

This objective is integrated with the variational lower bound of VAEs L(θ, φ;x) and

optimized in a multi-task learning fashion. Then the new optimization objective is:

J = min
Θ

(−L(θ, φ;x)+LA) (6.7)

where Θ is a set of all the parameters related to this task. We define the magnitude

of each row of Ad as the salience scores for the corresponding news sentences.

We should note that the most important variable in our framework is the com-

ment weight vector ρ, which appears in all the three components of our framework.

The basic idea for calculating ρ is that if the comment sentence is more similar to

the news content, then it contains less noisy information. For all the news sentences

Xd and all the comment sentences Xc, calculate the relation matrix R ∈ Rnd×nc by:

R = Xd ×XT
c (6.8)

Then we add an average pooling layer to get the coefficient value for each comment
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sentence:

r = 1

nc

nc∑
i=1

R[:, i] (6.9)

Finally, we add a sigmoid function to adjust the coefficient value to (0, 1):

ρ = sigmoid(r) (6.10)

Because we have different representations from different vector space for the

sentences, therefore we can calculate the comment weight in different semantic vector

space. Here we use two spaces, namely, latent semantic space obtained by VAEs,

and the original bag-of-words vector space. Then we can merge the weights by a

parameter λp:

ρ = λp × ρz + (1− λp)× ρx (6.11)

where ρz and ρx are the comment weight calculated from latent semantic space and

term vector space. Actually, we can regard ρ as some gates to control the proportion

of each comment sentence absorbed by the framework.

6.2.3 Preparation of Entity Mentions for Rewriting

Summaries may contain phrases that are not understandable out of context since

the sentences compiled from different documents might contain too little, too much,

or repeated information about the referent. A human summary writer only uses the

full-form mention (e.g. President Barack Obama) of an entity one time and uses the

short-form mention (e.g. Obama) in the other places. Analogously, for a particular

entity, our framework requires that the full-form mention of the entity should only

appear one time in the summary and its other appearances should use the most

concise form. Some early works perform rewriting along with the greedy selection of

individual sentence [101]. Some other works perform summary rewriting as a post-
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processing step [115]. In contrast with such works, the rewriting consideration in our

framework is jointly assessed together with other summarization requirements under

a unified optimization model. This brings in two advantages. First, the assessment

of rewriting operation is jointly considered with the generation of the compressive

summary so that it has a global view to generate better rewriting results. Second,

we can make full use of the length limit because the effect of rewriting operation on

summary length is simultaneously considered with other constraints in the model.

To support the generation of compressive summaries via optimization, we explore

a finer syntactic unit, namely, noun/verb phrase. Precisely, we first decompose the

sentences into noun/verb phrases and the salience of each phrase is calculated by

jointly considering its importance in reports and comments.

We first conduct co-reference resolution for each document using Stanford co-

reference resolution package [62]. We adopt those resolution rules that are able to

achieve high quality and address our need for summarization. In particular, Sieve 1,

2, 3, 4, 5, 9, and 10 in the package are employed. A set of clusters are obtained and

each cluster contains the mentions corresponding to the same entity in a document.

The clusters from different documents in the same topic are merged by matching

the named entities. Three types of entities are considered, namely, person, location,

and organization.

Let M denote the mention cluster of an entity. The full-form mention mf is

determined as:

mf = argmax
m∈M

∑
t∈m

tf ′(t) (6.12)

where tf ′(t) is calculated in M . We do not simply select the longest one since it

could be too verbose. The short-form mention ms is determined as:

ms = argmax
m∈M ′

∑
t∈m

tf ′(t) (6.13)
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where M ′ contains the mentions that are the shortest and meanwhile are not pro-

nouns.

6.2.4 Summary Construction

In order to produce reader-aware summaries, we refine the models in Chapter 4

and Chapter 5 to consider the news sentences salience information obtained by our

framework. Based on the parsed constituency tree for each input sentence, we ex-

tract the noun-phrases (NPs) and verb-phrases (VPs). The overall objective function

of this optimization formulation for selecting salient NPs and VPs is formulated as

an integer linear programming (ILP) problem:

max{
∑
i

αiSi −
∑
i<j

αij(Si + Sj)Rij}, (6.14)

where αi is the selection indicator for the phrase Pi, Si is the salience scores of Pi,

αij and Rij is co-occurrence indicator and the similarity a pair of phrases (Pi, Pj)

respectively. The similarity is calculated with the Jaccard Index based method.

In order to obtain coherent summaries with good readability, we add some con-

straints into the ILP framework. For details, please refer to Chapter 4 and Chap-

ter 5. We just introduce the constraints for conducting entity rewriting here. Let

PM be the phrases that contain the entity corresponding to the cluster M . For each

Pi ∈ PM , two indicators γf
i and γs

i are defined. γf
i indicates that the entity in Pi is

rewritten by the full-form, while γs
i indicates that the entity in Pi is rewritten by the

short-form. To adopt our rewriting strategy, we design the following constraints:

if ∃Pi ∈ PM ∧ αi = 1,
∑

Pj∈PM

γf
j = 1, (6.15)

if Pi ∈ PM ∧ αi = 1, γf
i + γs

i = 1. (6.16)
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Note that if a phrase contains several mentions of the same entity, we can safely

rewrite the latter appearances with the short-form mention and we only need to

decide the rewriting strategy for the first appearance.

6.3 Data Description

In this section, we describe the preparation process of the dataset. Then we provide

some properties and statistics.

6.3.1 Background

The definition of the terminology related to the dataset is given as follows.4

Topic: A topic refers to an event and it is composed of a set of news documents

from different sources.

Document: A news article describing some aspects of the topic. The set of docu-

ments in the same topic typically span a period, say a few days.

Category: Each topic belongs to a category. There are 6 predefined categories: (1)

Accidents and Natural Disasters, (2) Attacks (Criminal/Terrorist), (3) New Tech-

nology, (4) Health and Safety, (5) Endangered Resources, and (6) Investigations

and Trials (Criminal/Legal/Other).

Aspect: Each category has a set of predefined aspects. Each aspect describes

one important element of an event. For example, for the category “Accidents

and Natural Disasters”, the aspects are “WHAT”, “WHEN”, “WHERE”, “WHY”,

“WHO_AFFECTED”, “DAMAGES”, and “COUNTERMEASURES”.

Aspect facet: An aspect facet refers to the actual content of a particular aspect for

a particular topic. Take the topic “Malaysia Airlines Disappearance” as an example,
4In fact, for the core terminology, namely, topic, document, category, and aspect, we fol-

low the MDS task in TAC (https://tac.nist.gov//2011/Summarization/Guided-Summ.2011.
guidelines.html).

https://tac.nist.gov//2011/Summarization/Guided-Summ.2011.guidelines.html
https://tac.nist.gov//2011/Summarization/Guided-Summ.2011.guidelines.html
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facets for the aspect “WHAT” include “missing Malaysia Airlines Flight 370”, “two

passengers used passports stolen in Thailand from an Austrian and an Italian.” etc.

Facets for the aspect “WHEN” are “ Saturday morning”, “about an hour into its

flight from Kuala Lumpur”, etc.

Comment: A piece of text written by a reader conveying his or her altitude, emo-

tion, or any thought on a particular news document.

6.3.2 Data Collection

The first step is to select topics. The selected topics should be in one of the above

categories. We make use of several ways to find topics. The first way is to search the

category name using Google News. The second way is to follow the related tags on

Twitter. One more useful method is to scan the list of event archives on the Web,

such as earthquakes happened in 2017 5.

For some news websites, in addition to provide news articles, they offer a platform

to allow readers to enter comments. Regarding the collection of news documents, for

a particular topic, one consideration is that reader comments can be easily found.

Another consideration is that all the news documents under a topic must be collected

from different websites as far as possible. Similar to the methods used in DUC and

TAC, we also capture and store the content using XML format.

Each topic is assigned to 4 experts, who are major in journalism, to conduct the

summary writing. The task of summary writing is divided into two phases, namely,

aspect facet identification, and summary generation. For the aspect facet identifi-

cation, the experts read and digested all the news documents and reader comments

under the topic. Then for each aspect, the experts extracted the related facets from

the news document. The summaries were generated based on the annotated aspect

facets. When selecting facets, one consideration is those facets that are popular in
5https://en.wikipedia.org/wiki/Category:2017_earthquakes
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both news documents and reader comments have higher priority. Next, the facets

that are popular in news documents have the next priority. The generated sum-

mary should cover as many aspects as possible, and should be well-organized using

complete sentences with a length restriction of 100 words.

After finishing the summary writing procedure, we employed another expert for

scrutinizing the summaries. Each summary is checked from five linguistic quality

perspectives: grammaticality, non-redundancy, referential clarity, focus, and coher-

ence. Finally, all the model summaries are stored in XML files.

6.3.3 Data Properties

The dataset contains 45 topics from those 6 predefined categories. Some examples

of topics are “Malaysia Airlines Disappearance”, “Flappy Bird”, “Bitcoin Mt. Gox”,

etc. All the topics and categories are listed in Section 6.5.4. Each topic contains

10 news documents and 4 model summaries. The length limit of the model sum-

mary is 100 words (slitted by space). On average, each topic contains 215 pieces of

comments and 940 comment sentences. Each news document contains an average of

27 sentences, and each sentence contains an average of 25 words. 85% of non-stop

model summary terms (entities, unigrams, bigrams) appeared in the news docu-

ments, and 51% of that appeared in the reader comments. The dataset contains 19k

annotated aspect facets.

6.4 Experimental Setup

6.4.1 Dataset and Metrics

The properties of our own dataset are depicted in Section 6.3.3. We use ROUGE

score as our evaluation metric [79]. F-measures of ROUGE-1, ROUGE-2 and ROUGE-
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SU4 are reported.

6.4.2 Comparative Methods

To evaluate the performance of our dataset and the proposed framework RAVAE-

Sum for RA-MDS, we compare our model with the following methods:

• RA-Sparse [70]: A sparse-coding-based method we designed for sentence

salience estimation by jointly considering news documents and reader com-

ments. The global loss function is defined as follows:

J =min
A

1

2m

m∑
i=1

ρi∥xi −
m∑
j=1

ajxj∥22 +
1

2n

n∑
i=1

τi∥zi −
m∑
j=1

ajxj∥22 + λ∥A∥1

s.t. aj ≥ 0 for j ∈ {1, ...,m}, λ > 0

(6.17)

where x and z denote the sentences from news reports and user comments

respectively. ρ is the sentence position information. τ is the comment weight.

Please refer to Li et al. [70] for more details.

• Lead [132] : It ranks the news sentences chronologically and extracts the

leading sentences one by one until the length limit.

• Centroid [106]: It summarizes clusters of news articles automatically grouped

by a topic detection system, and then it uses information from the centroids

of the clusters to select sentences.

• LexRank [27] and TextRank [94]: Both methods are graph-based unsuper-

vised framework for sentence salience estimation based on PageRank algo-

rithm.

• Concept [6]: It generates abstractive summaries using phrase-based opti-

mization framework with concept weight as salience estimation. The concept
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set contains unigrams, bigrams, and entities. The weighted term-frequency is

used as the concept weight.

We can see that only the method RA-Sparse can handle RA-MDS. All the other

methods are only for traditional MDS without comments.

6.4.3 Experimental Settings

The input news sentences and comment sentences are represented as BoWs vectors

with dimension |V |. The dictionary V is created using unigrams, bigrams and named

entity terms. nd and nc are the number of news sentences and comment sentences

respectively. For the number of latent aspects used in data reconstruction, we let

m = 5. For the neural network framework, we set the hidden size dh = 500 and

the latent size K = 100. For the parameter λp used in comment weight, we let

λp = 0.2. Adam [53] is used for gradient based optimization with a learning rate

0.001. Our neural network based framework is implemented using Theano [120] on

a single GPU6.

6.5 Results and Discussions

6.5.1 Results on Our Dataset

The results of our framework as well as the baseline methods are depicted in Ta-

ble 6.1. It is obvious that our framework RAVAESum is the best among all the com-

parison methods. Specifically, it is better than RA-Sparse significantly (p < 0.05),

which demonstrates that VAEs based latent semantic modeling and joint seman-

tic space reconstruction can improve the MDS performance considerably. Both
6Tesla K80, 1 Kepler GK210 is used, 2496 Cuda cores, 12G GDDR5 memory.
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Table 6.1: Summarization performance.

System ROUGE-1 ROUGE-2 ROUGE-SU4
Lead 0.384 0.110 0.144
TextRank 0.402 0.122 0.159
LexRank 0.425 0.135 0.165
Centroid 0.402 0.141 0.171
Concept 0.422 0.149 0.177
RA-Sparse 0.442 0.157 0.188
RAVAESum 0.443* 0.171* 0.196*

Table 6.2: Further investigation of RAVAESum.

System ROUGE-1 ROUGE-2 ROUGE-SU4
RAVAESum-noC 0.437 0.162 0.189
RAVAESum 0.443* 0.171* 0.196*

RAVAESum and RA-Sparse are better than the methods without considering reader

comments.

6.5.2 Further Investigation of Our Framework

To further investigate the effectiveness of our proposed RAVAESum framework, we

adjust our framework by removing the comments related components. Then the

model settings of RAVAESum-noC are similar to VAESum [74]. The evaluation

results are shown in Table 6.2, which illustrate that our framework with reader

comments RAVAESum is better than RAVAESum-noC significantly(p < 0.05).

Moreover, as mentioned in VAESum [74], the output aspect vectors contain the

word salience information. Then we select the top-10 terms for event “Sony Virtual

Reality PS4”, and “‘Bitcoin Mt. Gox Offlile”’ for model RAVAESum (+C) and

RAVAESum-noC (-C) respectively, and the results are shown in Table 6.3. It is

obvious that the rank of the top salience terms are different. We check from the

news documents and reader comments and find that some terms are enhanced by

the reader comments successfully. For example, for the topic “Sony Virtual Reality
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Table 6.3: Top-10 terms extracted from each topic according to the word salience
values.

Topic ±C Top-10 Terms

“Sony Virtual
Reality PS4”

−C Sony, headset, game, virtual, morpheus, reality,
vr, project, playstation, Yoshida

+C Sony, game, vr, virtual, headset, reality, morpheus,
oculus, project, playstation

“Bitcoin Mt.
Gox Offlile”

−C bitcoin, gox, exchange, mt., currency, Gox, virtual,
company, money, price

+C bitcoin, currency, money, exchange, gox, mt., virtual,
company, price, world

PS4”, many readers talked about the product of “Oculus”, hence the word “oculus”

is assigned a high salience by our model.

6.5.3 Case Study

Based on the news and comments of the topic “Sony Virtual Reality PS4”, we

generate two summaries with our model considering comments (RAVAESum) and

ignoring comments (RAVAESum-noC) respectively. The summaries and ROUGE

evaluation are given in Table 6.4. All the ROUGE values of our model considering

comments are better than those ignoring comments with large gaps. The sentences

in italic bold of the two summaries are different. By reviewing the comments of

this topic, we find that many readers talked about “Oculus”, the other product with

virtual reality techniques. This issue is well identified by our model and select the

sentence “Mr. Yoshida said that Sony was inspired and encouraged to do its own

virtual reality project after the enthusiastic response to the efforts of Oculus VR and

Valve, another game company working on the technology.”.

We also present an entity rewriting case study. For person name “Dong Nguyen”

in the topic “Flappy Bird”, the summary without entity rewriting contains different

mention forms such as “Dong Nguyen”, “Dong” and “Nguyen”. After rewriting,
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Table 6.4: Generated summaries for the topic “Sony Virtual Reality PS4”.

System ROUGE-1 ROUGE-2 ROUGE-SU4
RAVAESum-noC 0.482 0.184 0.209
A virtual reality headset that’s coming to the PlayStation 4. Today an-
nounced the development of “Project Morpheus” (Morpheus) ”a
virtual reality (VR) system that takes the PlayStation4 (PS4)”.
Shuhei Yoshida, president of Sony Computer Entertainment, revealed a pro-
totype of Morpheus at the Game Developers Conference in San Francisco on
Tuesday. Sony showed off a prototype device V called Project Morpheus V
that can be worn to create a virtual reality experience when playing games on
its new PlayStation 4 console. The camera on the Playstation 4 using
sensors that track the player’s head movements.
RAVAESum 0.490 0.230 0.243
Shuhei Yoshida, president of Sony Computer Entertainment, revealed a pro-
totype of Morpheus at the Game Developers Conference in San Francisco on
Tuesday. A virtual reality headset that’s coming to the PlayStation 4. Sony
showed off a prototype device V called Project Morpheus V that can be worn to
create a virtual reality experience when playing games on its new PlayStation
4 console. Mr. Yoshida said that Sony was inspired and encouraged
to do its own virtual reality project after the enthusiastic response
to the efforts of Oculus VR and Valve, another game company
working on the technology.

“Dong” is replaced by “Nguyen”, which makes the co-reference mentions clearer.

As expected, there is only one full-form mention, such as “Nguyen Ha Dong, a

Hanoi-based game developer” “Shuhei Yoshida, president of Sony Computer En-

tertainment Worldwide Studios”, and “The Australian Maritime Safety Authority’s

Rescue Coordination Centre, which is overseeing the rescue ”, in each summary.

6.5.4 Topics

All the topics and the corresponding categories are shown in Table 6.5. The six

predefined categories are: (1) Accidents and Natural Disasters, (2) Attacks (Crim-

inal/Terrorist), (3) New Technology, (4) Health and Safety, (5) Endangered Re-

sources, and (6) Investigations and Trials (Criminal/Legal/Other).
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Table 6.5: All the topics and the corresponding categories.

Topic Category
Boston Marathon Bomber Sister Arrested 6
iWatch 3
Facebook Offers App With Free Access in Zambia 3
441 Species Discovered in Amazon 5
Beirut attack 2
Great White Shark Choked by Sea Lion 1
Sony virtual reality PS4 3
Akademik Shokalskiy Trapping 1
Missing Oregon Woman Jennifer Huston Committed Suicide 6
Bremerton Teen Arrested Murder 6-year-old Girl 6
Apple And IBM Team Up 3
California Father Accused Killing Family 6
Los Angeles Earthquake 1
New Species of Colorful Monkey 5
Japan Whaling 5
Top Doctor Becomes Latest Ebola Victim 4
New South Wales Bushfires 1
UK David Cameron Joins Battle Against Dementia 4
UK Cameron Calls for Global Action on Superbug Threat 4
Karachi Airport Attack 2
Air Algerie Plane Crash 1
Flappy Bird 3
Moscow Subway Crash 1
Rick Perry Lawyers Dismissal of Charges 6
New York Two Missing Amish Girls Found 6
UK Contaminated Drip Poisoned Babies 4
Taiwan Police Evict Student Protesters 2
US General Killed in Afghan 5
Monarch butterflies drop 5
UN Host Summit to End Child Brides 4
Two Tornadoes in Nebraska 1
Global Warming Threatens Emperor Penguins 5
Malaysia Airlines Disappearance 1
Google Conference 3
Africa Ebola Out of Control in West Africa 4
Shut Down of Malaysia Airlines mh17 1
Sochi Terrorist Attack 2
Fire Phone 3
ISIS executes David Haines 2
UK Rotherham 1400 Child Abuse Cases 6
Rare Pangolins Asians eating Extinction 5
Kunming Station Massacre 2
Bitcoin Mt. Gox 3
UK Jimmy Savile Abused Victims in Hospital 6
ISIS in Iraq 2
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6.6 Summary

In this Chapter, we investigate the problem of reader-aware multi-document sum-

marization (RA-MDS) and introduce a new dataset. To tackle the RA-MDS, we

extend a variational auto-encodes (VAEs) based MDS framework by jointly con-

sidering news documents and reader comments. The methods for data collection,

aspect annotation, and summary writing and scrutinizing by experts are described.

Experimental results show that reader comments can improve the summarization

performance, which demonstrate the usefulness of the proposed dataset.



Chapter 7

Persona-Aware Abstractive Tips

Generation

7.1 Background

We study the content of tips and the associated users, items, and ratings collected

from a commercial E-commerce site. It can be observed that different users have

different tips writing characteristics which include different writing styles. We use

the term “persona” for denoting users’ written text characteristics such as wording

and style. Figure 7.1a depicts some tips written for the item “Sony ICF-S79V

Weather Band Shower Radio”1 from different users. It is obvious that different tips

for this item written by different users follow different styles, even though all of

them assign the same ratings, namely, 5 for this item. Some users write tips such as

“Great fit and finish for shower.”, “Easy to set up stations.”, and “Excellent design

and quality construction.” to describe the product quality and their experience

directly. These users prefer short sentences and direct complement words such as

“great”, “perfect”, “excellent”, etc. Some users express their experience indirectly
1https://www.amazon.com/sony-icf-s79v-weather-shower-radio/dp/b00000dm9w

100
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Tips Rating
(1) Great fit and finish for shower. 5
(2) I selected this radio for myself several years ago and i have found
that all claims for it are true.

5

(3) If your looking for a radio for your shower then look no further. 5
(4) Easy to set up stations. 5
(5) Excellent design and quality construction. 5
(6) First one lasted years just bought another one. 5

(a) Tips for the item “Sony Weather Band Shower Radio”.

Tips Rating
(1) Works perfectly in my msi wind. 5
(2) Perfect size for a home office. 5
(3) Excellent player for price. 5
(4) Wonderful docking speaker with full sound. 4
(5) I like it when it not dropping the signal. 4
(6) Works fine in a pinch. 3
(7) Piece of crap do bother. 1
(8) Revised star piece of crap. 1

(b) Tips for different items written by a particular user.

Figure 7.1: Example of tips.

by describing some facts using longer sentences such as “If your looking for a radio

for your shower then look no further.” and “First one lasted years just bought

another one.”. Therefore, different users indeed have different persona style when

writing tips for items. Figure 7.1b depicts some tips written by a particular user for

different items. We can see that this user prefers to use short sentences to express

the experience. Moreover, by analyzing the tips with different ratings, we can know

that the writing style is also controlled by the sentiment associated with the user.

This user likes to use “perfect” and “excellent” to describe the item when she/he

gives a high rating score for the item. On the other hand, this user also writes tips

containing “piece of crap” to the items she/he does not like. Therefore, it is obvious

that users possess an underlying persona style conditioned on the sentiment for the

item.
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Intuitively, the quality of abstractive tips generation can be improved if the model

considers the user persona information when conducting the text generation process.

However, to our best knowledge, previous works on tips generation such as [75]

do not consider persona information. To tackle this problem, we investigate the

approach called persona-aware tips generation, which can generate tips considering

the persona information. There are two main challenges: (1) How to capture and

represent the persona information; (2) How to integrate the sentiment signal with

the persona information to control the style and the sentiment of the generated tips

jointly.

Though abstractive text generation is a difficult task, with benefits derived from

the development of deep learning especially recurrent neural networks (RNN), the

performance of abstractive text generation has been improved significantly. Mean-

while, some researchers also apply RNN on review generation [23, 103, 119, 142] and

obtain some good results. Hu et al. [47] revised the models for controlling the senti-

ment and tense of the generated reviews. However, all these works do not consider

persona information in their models. Persona information plays an important role

in recommendation systems which should not be neglected. Li et al. [67] propose

two methods to conduct the persona modeling for text generation, but they focus on

dialog systems and do not consider the sentiment information in their framework.

Different from these previous works, our proposed framework can jointly consider

the persona information and the sentiment signal when conducting the abstractive

tips generation.
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7.2 Framework Description

7.2.1 Overview

The data consists of users, items, ratings, review content, and tips texts. We denote

the whole training corpus by X = {U , I,R, C,S}, where U and I are the sets of

users and items respectively, R is the set of ratings, C is the set of review documents,

and S is the set of tips texts. We use Cu and Su to denote all the historical reviews

and tips respectively of the user u.

As shown in Figure 7.2, our framework contains two major models: persona mod-

eling on the left and abstractive tips generation on the right. For persona modeling,

the process is conducted on the historical reviews Cu and tips Su separately. Take

the historical tips Su for example, we represent them using bag-of-words (BoWs)

representations. We use xs
u to denote the BoWs vector. Then we feed xs

u into the

adversarial variational auto-encoders (aVAEs) and obtain the persona embedding

zsu for the user u. For the item i, there are some users writing tips for it. Then

we can also conduct persona modeling for i based on the historical tips Si using

the same aVAE model and get the persona embedding zsi . The purpose of persona

modeling for the item i is that when conducting tips generation for the user u, the

model will also consider the tips from the other users having similar interests with

u. We call this as personalized collaborative influence. Obviously, user reviews are

different with tips. In order to distill persona information from reviews, we design

another aVAE model (aVAEc) to map the historical reviews Cu and Ci to persona

embeddings zcu and zci for the user u and the item i respectively. We also design an

external persona memory M for storing the persona related words for the current

user and item which will be utilized in abstractive tips generation. In order to con-

trol the sentiment of the generated tips, the distilled persona embeddings are used

as latent factors for users and items and are fed into a multilayer perceptron (MLP)
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based neural network component to get the predicted rating r. Then we transform r

to a one-hot vector r which will be used as the sentiment controller when conducting

the tips generation.

For abstractive tips generation, we design a sequence decoding model based on

a gated recurrent neural network called Gated Recurrent Unit (GRU) [17]. Impor-

tantly, the persona embeddings and the rating vector are combined to construct a

context vector which plays a significant role in abstractive tips generation. Pointer

Networks is used to retrieve relevant words from the persona memory M. During

the training procedure, we add an adversarial training strategy to fine-tune the tips

generation model.

7.2.2 Persona Modeling

Persona Embedding Learning

The target of persona modeling is to distill the persona information from the users’

historical tips and reviews. Some previous works in recommendation systems [87,

109, 129] employ topic modeling methods such as Latent Dirichlet Allocation (LDA)

[7] or its variants to analyze the text corpus and use the latent topic distribution to

represent each document. Considering the fact that our tips generation component is

based on neural networks, existing topic modeling paradigms cannot be incorporated

into our framework in an elegant manner. Fortunately, Kingma and Welling [54]

propose a method called variational auto-encoders (VAEs) which is able to detect

latent topics using neural modeling paradigm [11]. VAEs consists of two parts:

inference (variational-encoder) and generation (variational-decoder). Recall that

the dictionary is V . For historical tips based persona modeling, the input are the

BoWs vectors xs
u ∈ R|V | and xs

i ∈ R|V | for the user u and the item i respectively.

For convenience, we will use x to represent them in this section. As shown in the
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left part of Figure 7.2, for each input BoWs vector x, the variational-encoder can

map it to a latent variable z ∈ RK , which can be used to generate a new variable

x′ via the variational-decoder component to reconstruct the original term vector.

The target is to maximize the probability of each x in the dataset based on the

generation process according to:

p(x) =
∫

p(x|z)p(z)dz (7.1)

For the purpose of solving the intractable integral of the marginal likelihood, a model

q(z|x) is introduced as the approximation to the intractable of the true posterior

p(z|x). The aim of optimization is to reduce the Kulllback-Leibler divergence (KL)

between q(z|x) and p(z|x) by maximizing the variational lower bound LV AE:

LV AE = Eq(z|x)[log p(x|z)]−DKL[q(z|x)∥p(z)] (7.2)

In order to differentiate and optimize the lower bound LV AE, following the core

idea of VAEs, we use a neural network framework for the encoder q(z|x) for better

approximation. Similar to previous works [39, 54], we assume that both the prior

and posterior of the latent variables are Gaussian, i.e., p(z) = N (0, I) and q(z|x) =

N (z;µ,σ2I), where µ and σ denote the variational mean and standard deviation

respectively, which can be calculated with a multilayer perceptron (MLP). Precisely,

given the BoWs vector x of the historical tips, we first project it to a hidden space:

henc = relu(Wxhx+ bxh) (7.3)

where henc ∈ Rdh , Wxh and bxh are the neural parameters. relu(x) = max(0,x) is

the activation function. Then the Gaussian parameters µ ∈ RK and σ ∈ RK can
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be obtained via a linear transformation based on henc:

µ = Whµhenc + bhµ

log(σ2) = Whσhenc + bhσ

(7.4)

The latent variable z ∈ RK can be calculated using the reparameterization trick:

ε ∼ N (0, I), z = µ+ σ ⊗ ε (7.5)

where ε ∈ RK is an auxiliary noise variable. This is the encoding process, and we

denote all the parameters of this state as ΘEnc.

Given the latent variable z, a new vector x′ is generated via the conditional

distribution p(x|z) according to the variational-decoder:

hdec = relu(Wzhz+ bzh) (7.6)

x′ = σ(Whxhdec + bhx) (7.7)

We denote all the parameters in the decoding stage using ΘDec. Finally, based on the

reparameterization trick in Equation 7.5, we can get the analytical representation

of LV AE:

log p(x|z) =
|V |∑
i=1

xi logx′
i + (1− xi) · log(1− x′

i)

−DKL[q(z|x)∥p(z)]=1
2

K∑
i=1

(1 + log(σ2
i )− µ2

i − σ2
i )

(7.8)

For presentation clarity, we let LRec = − log p(x|z) and LKL = DKL[q(z|x)∥p(z)],

both of them need to be minimized.

We wish to employ the latent variable z as the distilled persona embeddings. So

the quality of z will affect the performance of tips generation. Some previous works

[37, 91, 149] have also shown that the performance of z is likely to be disturbed during
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the training procedure, especially when combining VAEs with the RNN based text

generation framework. In order to enhance the performance of the typical VAEs,

inspired by the ideas in [36] and [58], we employ the adversarial strategy for the

training of VAEs. Generally, we design a discriminator network DaV AE with a

vector x̃ as input, and the target is to recognize if x̃ is from the true data X or from

the generated samples X′ by VAEs. VAEs will “fool” the discriminator DaV AE by

trying the best to produce high quality latent variables z as well as the generated

sample x′. Then the minimax game between the VAEs and the discriminator can

be formulated as follows:

min
V AEs

max
DaV AE

Ex∼pdata(x)[logDaV AE(x)]

+ Ez∼p(z|x)[log(1−DaV AE(V AEDec(z)))]

+ Ezf∼p(z)[log(1−DaV AE(V AEDec(zf )))]

(7.9)

where V AEDec is the decoder component of the VAEs model. z is the latent variable

from VAEs, and zf is sampled from the prior distribution of z.

For the design of the discriminator DaV AE, we simply use a multilayer perceptron

to process the data.

hDv = tanh(WDv
xh x̃+ bDv

xh )

yDv = σ(WDv
hy hDv + bDv

hy )
(7.10)

where WDv
xh ∈ Rdh×|V |, WDv

hy ∈ R1×dh , bDv
xh ∈ Rdh , and bDv

hy ∈ R. The output yDv is

a real value in the range of [0, 1] and the value 1 means that the sample x̃ is from

the true data. We denote all the parameters in DaV AE using ΘDv . The optimization
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objective to be maximized for DaV AE is formulated as:

LDaV AE
= log(DaV AE(x))

+ log(1−DaV AE(V AEDec(V AEEnc(x))))

+ log(1−DaV AE(V AEDec(zf )))

(7.11)

Then the parameters ΘDv are updated using gradient methods:

ΘDv ← ΘDv −∇ΘDv
(−LDaV AE

) (7.12)

Conditioned on the aVAE framework, we will conduct the parameter learning

for VAEs Encoder, VAEs Decoder, and discriminator DaV AE using different loss

functions respectively. Encoder transforms the input X to the persona embeddings

Z. On one side, Z are used to reconstruct the original input. On the other side, Z

are used to conduct the persona-aware tips generation. So the loss signals from both

the aVAE and the tips generation framework are used to conduct the optimization

for ΘEnc:

ΘEnc ← ΘEnc −∇ΘEnc
(LKL + LRec + Lz

DaV AE
+ LTips) (7.13)

where LKL and LRec are the KL diversity and reconstruction loss from Equation 7.8.

LTips is the loss signal from the tips generation component. Lz
DaV AE

is the output

of DaV AE:

Lz
DaV AE

= − log(DaV AE(V AEDec(V AEEnc(x)))) (7.14)

For the parameter optimization of VAEs Decoder, we use LRec, LDaV AE
, LTips as

the loss signals:

ΘDec ← ΘDec −∇ΘDec
(LRec + LDaV AE

+ LTips) (7.15)
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Algorithm 2 Persona embedding learning.
Input: BoWs vectors of historical tips and reviews X.
Output: The persona embeddings Z.

1: Initialize ΘEnc,ΘDec,ΘDv ;
2: while not converged do
3: Draw x from pdata.
4: Draw zf from prior p(z).
5: z = V AEEnc(x)
6: x′ = V AEDec(z)
7: x′

f = V AEDec(zf )
8: Get LRec, LKL, LDaV AE

according to Equation 7.8 and 7.11.
9: Get mathcalLTips from tips generation.

10: Update parameters using gradient methods:
ΘEnc ← ΘEnc −∇ΘEnc

(LKL + LRec + Lz
DaV AE

+ LTips)
ΘDec ← ΘDec −∇ΘDec

(LRec + LDaV AE
+ LTips)

ΘDv ← ΘDv −∇ΘDv
(−LDaV AE

)
11: end while
12: return z.

Finally, the training procedure of aVAE model is shown in Algorithm 2.

Feeding the historical reviews and tips representations (xc
u, xc

i , xs
u, and xs

i ) into

aV AEc (for reviews) and aV AEs (for tips) respectively, we can obtain four persona

embeddings zcu, zci , zsu, and zsi . These persona embeddings will be integrated into

the rating prediction component and the tips generation component later.

Sentiment and Rating Modeling

We directly regard the persona embeddings as the latent factors of users and items,

and feed them into a multilayer perceptron to conduct the rating prediction. The

predicted ratings will be used to control the sentiment of the generated tips.

Specifically, we first map the persona embeddings to a hidden space:

hr = tanh(Wr
uchzcu +Wr

ichzci +Wr
ushzsu +Wr

ishzsi + br
h) (7.16)
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where {Wr
uch,Wr

ich,Wr
ush,Wr

ish} ∈ Rdh×k are the mapping matrices. br
h ∈ Rdh

is the bias term. tanh is the hyperbolic tangent activation function. The super-

script r refers to variables related to the rating prediction component. For better

performance, we can add more layers of non-linear transformations into our model:

hr
l = σ(Wr

hhl
hr
l−1 + br

hl
) (7.17)

where Wr
hhl
∈ Rdh×dh is the mapping matrix for the variables in the hidden layers.

l is the index of a hidden layer. Assume that hr
L is the output of the last hidden

layer. The output layer transforms hr
L into a real-valued rating r̂:

r̂ = Wr
hrhr

L + br (7.18)

where Wr
hr ∈ R1×dh and br ∈ R. We formulate the optimization of the parameters

Θr as a regression problem and the loss function is formulated as:

Lr =
1

2 |X |
∑

u∈U ,i∈I

(r̂u,i − ru,i)
2 (7.19)

where X represents the training set. ru,i is the ground truth rating assigned by the

user u to the item i.

The predicted rating is a real value, not a vector, for example, r̂u,i = 4.321.

In order to incorporate the rating information into the tips generation component,

we cast it into an integer 4, and add a vectorization process to obtain the vector

representation of rating r̂u,i. If the rating range is [0, 5], we will get the rating vector

r̂u,i = (0, 0, 0, 0, 1, 0)T .
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External Persona Memory

In addition to represent persona information using the latent embeddings from

aVAE, we design an external persona memory for directly storing the persona re-

lated words for both the current user u and the current item i. To build the memory,

we first collect all the words for the current user u and the current item t from their

historical tips. We add a filtering process to remove the stop-words and the low-

frequency words. Then we get a local vocabulary storing the indices of the persona

words. Recall that we have a global word embedding E. Then we can get a sub-

matrix from E according to the word indices. We regard this sub-matrix as persona

memory. We employ Pointer Networks to retrieve persona information from the

memory when generating tips. The details are described in Section 7.2.3.

7.2.3 Abstractive Tips Generation

Overview of Tips Generation

The right part of Figure 7.2 depicts our tips generation model. The basic element

is a RNN based sequence modeling component. Pointer Networks (attention mod-

eling and copy mechanism) is introduced to conduct the memory reading. Context

information plays an important role in the task of text generation. We combine

the persona embeddings and the sentiment information as the context information

and construct the context vector which can control the tips text generation. At the

operational or testing stage, we use a beam search algorithm [56] for decoding and

generating the best tips given a trained model.
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Sequence Modeling

Assume that hs
t is the sequence hidden state at the time t. It depends on the input

at the time t and the previous hidden state hs
t−1:

hs
t = f(hs

t−1, st) (7.20)

f(·) can be the vanilla RNN, Long Short-Term Memory (LSTM) [43], or Gated

Recurrent Unit (GRU) [17]. Considering that GRU has comparable performance

but with less parameters and more efficient computation, we employ GRU as the

basic model in our sequence modeling framework. In the case of GRU, the state

updates are processed according to the following operations:

rst = σ(Ws
srst +Ws

hrhs
t−1 + bs

r)

zst = σ(Ws
szst +Ws

hzhs
t−1 + bs

z)

gs
t = tanh(Ws

shst +Ws
hh(rst ⊙ hs

t−1) + bs
h)

hs
t = zst ⊙ hs

t−1 + (1− zst)⊙ gs
t

(7.21)

where st ∈ E is the embedding vector for the word st of the tips and the vector

is also learnt from our framework. rst is the reset gate, zst is the update gate. ⊙

denotes element-wise multiplication.

In order to conduct the persona-aware tips generation, we combine all the persona

embeddings and the sentiment information as the context information and construct

the context vector. Specifically, we initialize the hidden state h0 using the persona

embeddings and the sentiment information:

hs
0 = tanh(Ws

uchzc
u +Ws

ichzc
i +Ws

ushzs
u +Ws

ishzs
i +Ws

rhr̂+ bs
h) (7.22)

where {z∗∗} are the persona embeddings. r̂ is the vectorization for the predicted
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rating r̂. W and b are the neural parameters.

After getting all the sequence hidden states based on GRU, we feed them to the

final output layer to predict the word sequence in tips.

ŝt+1 = ς(Ws
hshs

t + bs) (7.23)

where Ws
hs ∈ Rd×|V| and bs ∈ R|V|. ς(·) is the softmax function. Then the word

with the largest probability is the decoding result for the step t+ 1:

w∗
t+1 = argmax

wi∈V
ŝ(wi)
t+1 (7.24)

At the training stage, we use negative log-likelihood (NLL) as the loss function,

where Iw is the vocabulary index of the word w:

LTips = −
∑

w∈Tips

log ŝ(Iw) (7.25)

Note that LTips is also used in the persona modeling component to train the aVAE

models.

At the testing stage, given a trained model, we employ the beam search algorithm

[56] to find the best sequence s∗ having the maximum log-likelihood.

S∗ = argmax
S∈S

∑
w∈S

log ŝ(Iw) (7.26)

Exploiting Persona Memory

Recall that in Section 7.2.2, we build a local personal vocabulary Vui for the user u

and the item i. The persona memory Mui is extracted from the word embedding

E using the word indices in Vui. Inspired by [2], we exploit the idea of attention

modeling to conduct the addressing and reading operations on the memory Mui.
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We can obtain the GRU hidden state hs
t according to Equation (7.20). Then the

attention weights at the time step t are calculated based on the relationship between

hs
t with all the word embeddings in Mui. Let ai,j be the attention weight between

hs
i and mj, which can be calculated using:

ai,j =
exp(ei,j)∑|Vui|

j′=1 exp(ei,j′)

ei,j = va
T tanh(Ws

hhhs
i +Wm

hhmj + ba)

(7.27)

where Ws
hh ∈ Rdh×dh , Wm

hh ∈ Rdw×dh , ba ∈ Rdh , and va ∈ Rdh . The attention

context is obtained by the weighted linear combination of all the word embeddings

in Mui:

ct =
∑|Vui|

j′=1
at,j′mj′ (7.28)

The final hidden state hs2
t is the output of the second decoder GRU layer, jointly

considering the word st, the previous hidden state hs2
t−1, and the attention context

ct:

hs2
t = GRU2(hs2

t−1, st, ct) (7.29)

Then we can use hs2
t as the input to Equation 7.23 to conduct the decoding operation.

Besides using attention modeling to address and read the persona information

from the the persona memory M, we also employ the idea of Pointer Networks [125]

to copy the target words from the memory to form the tips. At the state t, we can

obtain the attention weights (distribution) at,: on the persona memory Mui. Then

we project at,: to a |V |-sized vector ŝpt+1 according to the word indices in Vui. Then

we design a soft gate to decide that the word st+1 should be generated or be copied

from the memory:

pg = σ(vT
p (Ws

hphs2
t +Ws

spst +Ws
cpct + bp)) (7.30)
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where vp ∈ Rdh and pg ∈ (0, 1). Then we merge the copy signal ŝpt+1 and the original

output ŝt+1 according to the gate pg:

ŝ′t+1 = pg × ŝt+1 + (1− pg)× ŝpt+1 (7.31)

Then the tips sampling process can be conducted on ŝ′t+1.

Tips Quality Discriminator

Some previous works [68, 143] show that adversarial training strategy is beneficial to

the text generation problem. To further improve the performance, we also employ

this training strategy in our framework.

The tips discriminator DTips is a multilayer perceptron with the persona embed-

dings, the rating information, and the tips sequence as the input. The input tips

sequence can be the ground truth S or the tips Ŝ generated by the system. We

propose a Bidirectional-GRU model to conduct the representation learning for S

and Ŝ:

hS =
⇀

hS||
↼

hS (7.32)

Then we combine all the information according to:

hq = tanh(Wq
shhS +Wq

uchzc
u +Wq

ichzc
i +Wq

ushzs
u +Wq

ishzs
i +Wq

rhr̂+ bq
h)

Finally, we add a softmax output layer to let the model output a binary category

variable:

yq = ς(Wq
hyhq + bq

y) (7.33)

We treat the ground truth S as the positive instance and the sampled sequence

Ŝ as the negative instance. So we directly let the first dimension of yq represent

the positive label. We define the value function as V (S) = yq
[0]. We utilize the
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Table 7.1: Overview of the datasets.

Electr Movies Home Clothing Yelp
users 191,522 123,340 66,212 39,085 115,781
items 62,333 49,823 27,991 22,794 60,224
reviews 1,684,779 1,693,441 550,461 277,521 1,393,257
|V| 37,999 82,805 23,950 16,297 82,805

REINFORCE [133] method to integrate the tips quality signal V (S) into the tips

generation framework to conduct the parameter learning.

7.3 Experimental Setup

7.3.1 Datasets

In our experiments, we use five datasets from different domains to evaluate our

framework. The ratings of these datasets are integers in the range of [1, 5]. There

are four datasets from Amazon 5-core2: Electronics, Movies & TV, Clothing,

Shoes and Jewelry, and Home and Kitchen. We regard the field “summary” as

tips, and the number of tips texts is the same with the number of reviews. Another

dataset is from Yelp Challenge 20163. It is also a large-scale dataset consisting of

restaurant reviews and tips. We filter out the words with low term frequency in

the tips and review texts, and build a vocabulary V for each dataset. We show the

statistics of our datasets in Table 7.1.

7.3.2 Evaluation Metrics

For the evaluation of abstractive tips generation, the ground truth sh is the tips

written by the user. We use ROUGE [79] as our evaluation metric with standard
2http://jmcauley.ucsd.edu/data/amazon
3https://www.yelp.com/dataset_challenge
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options4. It is a classical evaluation metric in the field of text summarization [79]. We

use Recall, Precision, and F-measure of ROUGE-1 (R-1), ROUGE-2 (R-2), ROUGE-

L (R-L), and ROUGE-SU4 (R-SU4) to evaluate the quality of the generated tips.

For the evaluation of rating prediction, we employ two metrics: Mean Absolute

Error (MAE) and Root Mean Square Error (RMSE). Both of them are widely used

for rating prediction in recommender systems. Given a predicted rating r̂u,i and a

ground-truth rating ru,i from the user u for the item i, the RMSE is calculated as:

RMSE =

√
1

N

∑
u,i

(ru,i − r̂u,i)
2 (7.34)

where N indicates the number of ratings between users and items. Similarly, MAE

is calculated as follows:

MAE =
1

N

∑
u,i

|ru,i − r̂u,i| (7.35)

7.3.3 Comparative Methods

To evaluate the performance of abstractive tips generation, we compare our frame-

work PATG with the following baseline and state-of-the-art methods:

• NRT [75]: It is a previous framework we proposed for rating prediction and

abstractive tips generation achieving state-of-the-art performance. Latent fac-

tors for users and items are learnt during the training procedure, and are used

as the context information for tips generation. NRT does not consider the

persona information.

• LexRank [27] is a classical method in the field of text summarization. We

add a preprocessing procedure to prepare the input texts for LexRank, which

consists of the following steps: (1) Retrieval: For the user u, we first retrieve
4ROUGE-1.5.5.pl -n 4 -w 1.2 -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0
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all her reviews Cu from the training set. For the item i, we use the same

method to get Ci. (2) Filtering: Assuming that the ground truth rating for

u and i is ru,i, then we remove all the reviews from Cu and Ci whose ratings

are not equal to ru,i. The reviews whose words only appear in one set are

also removed. (3) Tips extraction: We first merge Cu and Ci to get Cu,i, then

the problem can be regarded as a multi-document summarization problem.

LexRank can extract a sentence from Cu,i as the final tips. Note that we give

an advantage of this method since the ground truth ratings are used.

• CTRt: Collaborative Topic Regression (CTR) [129] contains a topic model

component and it can generate topics for items. So the topic related variables

are employed to extract tips: (1) We first get the latent factor θi for item

i, and draw the topic z with the largest probability from θi. Then from ϕz,

which is a multinomial distribution of z on V , we select the top-50 words with

the largest probability. (2) The most similar sentence from Cu,i is extracted as

the tips. This baseline is named CTRt.

• HFTt: Hidden Factors and Hidden Topics [87] utilizes a topic modeling

technique to model the review texts for rating prediction. Then we can design

a tips extraction method HFTt using the similar technique in CTRt.

To evaluate the performance of rating prediction, we compare our model with

the following methods:

• HFT: Hidden Factors and Topics [87]. It utilizes a topic modeling technique

to model the review texts and achieves significant improvements compared

with other strong topic modeling based methods.

• CTR: Collaborative Topic Regression [129]. It is a popular method for sci-

entific articles recommendation by solving a one-class collaborative filtering

problem. Note that CTR uses both ratings and item specifications.
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Table 7.2: Baselines and methods used for comparison.

Acronym Gloss Reference
PATG Persona-aware tips generation Section 7.2

Rating prediction
HFT Hidden factors and topics model [87]
CTR Collaborative topic regression model [129]
NMF Non-negative matrix factorization [61]
SVD++ Factorization meets the neighborhood [57]
NRT Neural Rating and Tips Generation [75]

Tips generation
LexRank Pagerank for summarization [27]
CTRt CTR for tips topic extraction [129]
HFTt HFT for tips topic extraction [87]
NRT Neural Rating and Tips Generation [75]

• NMF: Non-negative Matrix Factorization [61]. The non-negativity con-

straints are integrated in the typical matrix factorization and make the repre-

sentation purely additive. NMF is a popular and strong baseline for CF-based

recommendation. It only uses the rating matrix as the input.

• SVD++: It extends Singular Value Decomposition by considering implicit

feedback information for latent factor modeling [57].

Finally, we list all the methods and baselines in Table 7.2.

7.3.4 Experimental Settings

Each dataset is divided into three subsets: 80%, 10%, and 10%, for training, vali-

dation, and testing, respectively. All the parameters of our model are tuned with

the validation set. After the tuning process, the number of latent factors k is set

to 10 for NMF and SVD++. The number of topics K is set to 50 for the methods

using topic models. The number of dimension for the persona embeddings is set
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to 100. The dimension of the hidden size is 400. In our framework, the number of

layers for the rating regression model is 2, and for the tips generation model is 1.

We set the beam size β = 5, and the maximum length η = 20. All the neural matrix

parameters in hidden layers and RNN layers are initialized from a uniform distri-

bution between [−0.1, 0.1]. We also regard the word embedding E used in the tips

generation component as a neural parameter. Adadelta [146] is used for gradient

based optimization.

7.4 Results and Discussions

7.4.1 Abstractive Tips Generation

The evaluation results of tips generation of our model and the comparative methods

are given in Table 7.3 and Table 7.4. In order to capture more details, we report Re-

call, Precision, and F-measure (in percentage) of ROUGE-1, ROUGE-2, ROUGE-L,

and ROUGE-SU4. Our model achieves the best performance in most of the metrics

among all the five datasets. Moreover, from the results we can see that recall is not

as good as precision. There are several reasons: (1) The ground truth tips used in

the training set are very short, only about 10-word length on average. Naturally,

the model trained using this dataset cannot generate long sentence. (2) The mech-

anism of typical beam search algorithm makes the model favor short sentences. (3)

The comparison models are extraction-based approaches and these models favor to

extract long sentence, although we add a length (i.e., 20 words) restriction on them.

NRT does not consider persona information when generating tips. It only uti-

lizes the learnt latent factors for users and items as the context information. Com-

pared with NRT, our proposed framework PATG obtains better performance on

all the metrics, which demonstrates that the consideration of persona information

can indeed improve the tips generation performance. We also conduct statistical
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Table 7.3: ROUGE (R-1 and R-2) evaluation on the five datasets from different
domains.

Dataset Method ROUGE-1 ROUGE-2
R P F1 R P F1

Electronics

LexRank 10.97 12.93 11.58 0.95 1.05 0.97
HFTt 12.86 12.22 12.35 1.10 1.00 1.03
CTRt 12.69 11.72 12.02 1.13 1.05 1.07
NRT 12.79 17.55 13.85 1.86 2.77 2.08
PATG 13.00 19.26 14.52* 2.29 3.12 2.44*

Movies&TV

LexRank 11.10 13.50 11.89 1.06 1.29 1.12
HFTt 11.64 10.26 11.33 1.78 1.36 1.46
CTRt 11.37 10.33 10.68 1.43 1.31 1.34
NRT 12.12 20.06 14.17 2.29 3.53 2.55
PATG 12.46 21.22 14.63* 2.38 3.88 2.67*

Home

LexRank 12.91 15.47 13.77 1.73 2.06 1.82
HFTt 13.32 12.72 12.80 1.33 1.23 1.25
CTRt 14.30 13.21 13.55 1.73 1.50 1.58
NRT 11.51 19.91 13.64 1.95 3.47 2.30
PATG 12.21 21.46 14.61* 2.32 4.32 2.78*

Clothing

LexRank 13.31 12.73 12.85 1.06 1.02 1.02
HFTt 13.31 12.73 12.85 1.06 1.02 1.02
CTRt 13.79 13.82 13.37 1.26 1.23 1.22
NRT 13.52 18.91 14.75 2.11 2.95 2.31
PATG 14.45 21.49 16.14* 2.49 3.77 2.79*

Yelp

LexRank 9.19 12.09 10.28 1.07 1.33 1.15
HFTt 10.47 10.21 10.26 0.91 0.87 0.88
CTRt 10.68 10.51 10.51 0.98 0.94 0.96
NRT 10.98 17.42 12.71 1.82 3.03 2.13
PATG 12.05 19.15 14.02* 2.15 3.44 2.47*
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Table 7.4: ROUGE (R-L and R-SU4) evaluation on the five datasets from different
domains.

Dataset Method ROUGE-L ROUGE-SU4
R P F1 R P F1

Electronics

LexRank 9.96 11.70 10.50 3.08 3.91 3.22
HFTt 11.65 11.09 11.19 3.43 3.10 3.14
CTRt 11.65 10.74 11.02 3.45 3.06 3.14
NRT 11.80 15.99 12.70 4.18 6.42 4.45
PATG 11.91 17.42 13.24* 4.50 7.44 4.89*

Movies&TV

LexRank 10.02 12.12 10.70 3.25 4.33 3.46
HFTt 11.42 8.72 9.67 4.63 3.00 3.28
CTRt 10.40 9.44 9.76 3.17 2.73 2.84
NRT 11.13 18.25 12.98 4.09 8.15 4.79
PATG 11.51 19.25 14.73* 6.04 8.76 6.33*

Home

LexRank 11.72 13.97 12.46 3.93 5.02 4.15
HFTt 12.25 11.73 11.79 3.63 3.33 3.34
CTRt 13.14 12.11 12.43 4.18 3.66 3.78
NRT 10.64 18.23 12.57 3.77 8.24 4.51
PATG 11.32 19.65 13.48* 4.03 8.71 4.82*

Clothing

LexRank 11.97 11.43 11.54 3.47 3.24 3.26
HFTt 11.97 11.43 11.54 3.47 3.24 3.26
CTRt 12.54 12.14 12.16 3.70 3.52 3.49
NRT 12.36 17.04 13.39 4.58 7.04 4.86
PATG 13.09 19.24 14.55* 4.93 8.39 5.39*

Yelp

LexRank 8.45 11.13 9.45 2.65 3.90 3.01
HFTt 9.56 9.31 9.35 2.70 2.57 2.59
CTRt 9.70 9.53 9.54 2.77 2.68 2.68
NRT 9.96 15.76 11.51 3.48 6.48 4.05
PATG 10.94 17.21 12.66* 3.96 7.15 4.57*

* denotes that PATG achieves better performance than NRT with statistical
significance test with p < 0.05.
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significance test comparing PATG and NRT and the results indicate that the im-

provements are significant with p < 0.05.

In order to demonstrate the quality of the generated tips, we selected some real

cases generated by our system PATG from different domains. The results are listed

in Table 7.5. Although our model generates tips in an abstractive way, tips’ linguistic

quality is quite good. The persona properties of the generated tips match well with

the ground truth. For example, in the first case, the generated tips is “This is a great

hat for the price.”, and the ground truth is “Thanks nice quality excellent price great

deal.”. Both of the sentences contain the terms “great” and “price”. In the third case,

the generated tips and the ground truth have a large overlapping with the terms

“replace my old”, and “processor”. Interestingly, sometimes the framework can select

some synonyms when conducting tips generation. For instance, the generated tips

of the fourth case contains terms “bought” and “for my husband”. The ground truth

contains “purchased” and “for a male”. Moreover, we also choose some generated

tips with negative sentiment to conduct the sentiment correlation analysis. Take the

generated tips “Please do not buy this coffee maker.” as an example (the last case

in Table 7.5), our model predicts a rating of 2.01, which clearly shows a consistent

sentiment. The ground truth tips of this example is “ They are still overpriced

and all but worthless.”, which also conveys a negative sentiment. The generated tips

“The bottom line of the thin man.” and the ground truth “Pretty dark story in book

or movie form.” are just describing some facts, with a neutral rating 3. Sometimes

the overlapping between the generated tips and the ground truth is small, but they

still convey similar information.

7.4.2 Ablation Experimental Results

In order to demonstrate the performance of each component of our framework, we

conduct the ablation experiments on the dataset Home. The results are shown in
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Table 7.5: Examples of the predicted ratings and the generated tips. The first line of
each group shows the generated rating and tips. The second line shows the ground
truth.

Rating Tips
5.10 This is a great hat for the price.
5 Thanks nice quality excellent price great deal.

5.08 This is a great pitcher.
5 Beautiful pitcher makes a great vase.

5.17 I bought this food processor to replace my old
one.

4 I got this about a month ago to replace my old food
processor.

4.99 These shoes are so comfortable and I bought
these for my husband.

5 Comfortable good looking shoes purchased for a male
that walks a lot.

4.81 This is a great movie.
5 Amazing love great movie and all teen shold see it.

2.57 The bottom line of the thin man.
3 Pretty dark story in book or movie form.

2.01 Please do not buy this coffee maker.
1 They are still overpriced and all but worthless.

Table 7.6, where “A” denotes the aVAE model, “M” represents the persona memory

and the Pointer Networks, and “D” represents the tips quality discriminator DTips.

For example, the method “PATG w/o A, M, D” means that A, M, and D are

all removed and we only use the standard VAE for persona modeling. It is obvious

that persona modeling based on aVAE can improve the tips generation performance.

The persona memory and Pointer Networks are very helpful and contribute to the

effectiveness of our framework.

7.4.3 Rating Prediction

The rating prediction results of our framework and comparative models on all

datasets are given in Table 7.7 and Table 7.8. It shows that our model consis-
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Table 7.6: Ablation experiments on the dataset Home. R-* represents the F1-
Measure of ROUGE-*.

System ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU4
PATG w/o A, M, D 13.76 2.27 12.64 4.45
PATG w/o M, D 13.99 2.61 12.95 4.71
PATG w/o D 14.32 2.72 13.30 4.81
PATG 14.51 2.72 13.48 4.81

Table 7.7: MAE and RMSE values for rating
prediction on datasets Electronics and Movies.

Electronics Movies
MAE RMSE MAE RMSE

NMF 0.869 1.266 0.809 1.155
SVD++ 0.841 1.226 0.778 1.122
CTR 0.903 1.154 0.863 1.116
HFT 0.813 1.117 0.769 1.041
NRT 0.823 1.108 0.751 1.038
PATG 0.747* 1.016* 0.740* 1.015*
* denotes that PATG achieves better performance
than NRT [75] with statistical significance test with
α = 0.01.

tently outperforms all comparative methods under both MAE and RMSE metrics

on all datasets, which demonstrates that the persona embeddings can also improve

the performance of rating prediction. Statistical significance of differences between

the performance of PATG and the recent method NRT is tested using a two-tailed

paired t-test. The result shows that PATG is significantly better than NRT.

7.4.4 Further Investigations

Recall that in addition to the persona embeddings as context information, rating

information is also incorporated to control the sentiment of the generated tips. In

order to show this additional ability of our framework, we design an experiment on



CHAPTER 7. PERSONA-AWARE TIPS GENERATION 127

Table 7.8: MAE and RMSE values for rating prediction on datasets
Yelp, Clothing, and Home.

Yelp Clothing Home
MAE RMSE MAE RMSE MAE RMSE

NMF 0.961 1.136 0.887 1.257 0.830 1.220
SVD++ 1.957 1.299 0.829 1.169 0.786 1.164
CTR 1.051 1.285 0.847 1.094 0.826 1.086
HFT 0.940 1.191 0.805 1.080 0.773 1.058
NRT 0.935 1.187 0.828 1.102 0.779 1.058
PATG 0.866* 1.134* 0.714* 0.987* 0.694* 0.997*
* denotes that PATG achieves better performance than NRT [75] with
statistical significance test with α = 0.01.

Table 7.9: Rating controlled tips generation.

Rating Tips Evaluation
5 This is a great product.

√

4 This is a good product.
√

3 Not as good as my old one.
√

2 Not as good as I expected.
√

1 This is a good product. ×

the domain “Home” for rating controlled tips generation. Specifically, during the

prediction , we manually set the rating from 1 to 5 as sentiment context to control

the generation. The results are shown in Table 7.9. It indicates that our framework

can generate rating controlled tips for most rating levels (2 to 5). Due to the sparsity

of rating-1 samples, the model just outputs the prior “This is a good product.” when

r = 1.

7.5 Summary

In this Chapter, we propose a framework PATG to address the problem of persona-

aware tips generation. A framework based on adversarial variational auto-encoders
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(aVAE) is exploited for persona modeling from the historical tips and reviews. We

also design an external persona memory for directly storing the persona related

words for the current user and item. Pointer Networks is used to address and read

the persona related information from the memory when generating tips. The distilled

persona embeddings are used as latent factors and are fed into the rating prediction

component for detecting sentiment. Then the persona embeddings and the sentiment

information are incorporated into a recurrent neural networks (RNN) based tips

generation component to control the tips generation. Experimental results show

that our framework achieves better performance than the state-of-the-art models on

abstractive tips generation.



Chapter 8

Conclusion

In this thesis, we introduce several methods for developing better text summarization

and generation systems based on neural networks. We also discuss the problems of

the existing methods, as well as the challenges, and the strategies to tackle them.

In Chapter 3, we propose a new framework for abstractive text summarization

based on a sequence-to-sequence oriented encoder-decoder model equipped with a

deep recurrent generative decoder (DRGN). Latent structure information implied

in the target summaries is learned based on a recurrent latent random model for

improving the summarization quality. Neural variational inference is employed to

address the intractable posterior inference for the recurrent latent variables. Ab-

stractive summaries are generated based on both the generative latent variables and

the discriminative deterministic states. Extensive experiments on some benchmark

datasets in different languages show that DRGN achieves improvements over the

state-of-the-art methods.

In Chapter 4, we propose a cascaded attention based unsupervised model to

estimate the salience information from the text for compressive multi-document

summarization. The attention weights are learned automatically by an unsupervised

data reconstruction framework which can capture the sentence salience. By adding

129
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sparsity constraints on the number of output vectors, we can generate condensed

information which can be treated as word salience. Fine-grained and coarse-grained

sentence compression strategies are incorporated to produce compressive summaries.

Experiments on some benchmark data sets demonstrate the effectiveness of our

framework.

In Chapter 5, we propose a VAEs based unsupervised sentence salience frame-

work for multi-document summarization. For latent semantic modeling, VAEs is

employed to describe the observed sentences and the corresponding latent semantic

representations. For salience estimation, we propose an unsupervised data recon-

struction framework, which jointly considers the reconstruction for latent semantic

space and observed term vector space. Thereafter, the VAEs-based latent semantic

model is integrated into the sentence salience estimation component in a unified

fashion, and the whole framework can be trained jointly by back-propagation via

multi-task learning. Experimental results on the benchmark datasets DUC and TAC

show that our framework achieves better performance.

In Chapter 6, we investigate the problem of reader-aware multi-document sum-

marization (RA-MDS) and introduce a new dataset for this problem. To tackle

RA-MDS, we extend the VAEs based MDS framework by jointly considering news

documents and reader comments. To conduct evaluation for summarization per-

formance, we prepare a new dataset. We describe the methods for data collec-

tion, aspect annotation, and summary writing as well as scrutinizing by experts.

Experimental results show that reader comments can improve the summarization

performance, which also demonstrates the usefulness of the proposed dataset. The

annotated dataset for RA-MDS is available online1.

In Chapter 7, we investigate the task of abstractive tips generation for recommen-

dation systems. Different from existing methods, our framework considers persona
1http://www.se.cuhk.edu.hk/~textmine/dataset/ra-mds/

http://www.se.cuhk.edu.hk/~textmine/dataset/ra-mds/
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information when conducting tips text generation. In order to exploit the persona

information, we propose a framework based on adversarial VAEs for persona mod-

eling from the historical tips and reviews for users and items. The latent variables

from aVAE are regarded as persona embeddings. Besides representing persona using

the latent embeddings, we design a persona memory for directly storing the persona

related words for the current user and item. Pointer Networks is used to retrieve

persona related information from the memory when generating tips. The distilled

persona embeddings are used as latent factors for users and items and are fed into

the rating prediction component for detecting sentiment. Finally, the persona em-

beddings and the sentiment information are incorporated into the recurrent neural

networks (RNN) based tips generation component. Experimental results show that

our framework achieves better performance than the state-of-the-art models on ab-

stractive tips generation.
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